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1. Introduction
This document is the summary of the offline email discussion [AT115-e][042][eIAB] fairness, latency and congestion (Interdigital), as indicated below:

· [AT115-e][042][eIAB] fairness, latency and congestion (Interdigital)
      Scope: Continuing from on-line discussion, treat further P7 P8 P11 and variants thereof. Based on complexity and benefits, identify at least one agreeable or tolerable variant (if possible). 

      Intended outcome: Report, possible way forward. 

      Deadline: Tuesday 23 August (for CB)

Listed below are the concerned proposals to be discussed in this offline discussion [21]:
Proposal 7.a ([1][3][6][9][12][18]):  IAB-node and donor DU can be configured with downstream number of hops per routing ID.

Proposal 7.b ([1][3][6][9][12][18]):  IAB-node can be configured with upstream number of hops per routing ID.

Proposal 8 ([9][13][20][3][17]):  RAN2 to introduce a timing related information in the BAP header to help in enforcing the packet delay budget in a multi-hop IAB network. Details of the timing information are FFS (e.g., a timestamp corresponding to the time of the packet creation, a timestamp corresponding to the time of the packet expiry, the remaining PDB, etc)

Proposal 11 ([6][14][18]): RAN2 to discuss whether UL hop-by-hop flow control is supported in rel-17 IAB.

Proposals 7 and 8 are discussed under the latency enhancement section, and proposal 11 is discussed under the flow control section.
2. Contact information
Please provide your contact information when responding:

	Company
	Contact Name
	Email

	Huawei, HiSilicon
	Yulong Shi
	shiyulong5@huawei.com

	
	
	


3. Latency enhancement
In rel-16 IAB, IAB nodes are configured with the packet delay budget of the BH RLC channels (i.e., per-hop PDB), but they are not aware of the E2E packet delay budget of the bearers that are mapped to the BH RLC channel. 
In the case of 1:1 mapped bearer, a network implementation could try to split the packet delay budget among the different hops. However, the actual latency experienced by a packet over a given hop may be shorter or longer than the configured PDB. In case it was shorter, the configured PDB over the next hops is more restrictive than necessary for that packet. If it was longer, the configured PDB over the next hops will not be strict enough to meet the E2E PDB. And just discarding the packet because its PDB was not met over one hop is an overkill, as the packet may be transported faster on subsequent links and the extra delay it has experienced so far can be compensated. 

For the case of N:1 mapping, the BH RLC channels may be multiplexing bearers with different E2E PDBs, and as such, the splitting of the E2E PDB into per-hop PDB is not directly applicable. Even if it was (e.g., all the bearers multiplexed have the same E2E PDB), the same issues mentioned above for the 1:1 mapped bearer case still apply. 
Q1: Do companies agree that, for both 1:1 and N:1 mapping, just splitting the E2E PDB to per-hop PDB is not optimal/sufficient for enforcing the E2E PDB of packets?
	Company
	Yes/no
	Detailed comments

	Huawei, HiSilicon
	No
	Good CU implementation on the splitting can enforce the E2E PDB requirement.
We don’t agree on the statement “the splitting of the E2E PDB into per-hop PDB is not directly applicable” for N:1 mapping.

	
	
	


In order to properly schedule/prioritize packets (and if possible, also re-route packets via another path) so that E2E PDBs are met, IAB nodes/donor DU ideally need to know the following:

a)
the remaining packet delay budget (or the E2E PDB and the time the packet has been in flight)
b)
the expected delay the packet is going to experience on subsequent hops until the destination

If an IAB node becomes aware of the above two, it can make optimal scheduling decisions (e.g., prioritize those packets with very short remaining PDB).
Regarding a), the proposals from companies fall into one of the following:
1. Timestamp included in the BAP header (inserted at the donor DU in the DL or at the access IAB node in the UL)

a.  Time stamp of packet creation ([9][13][20])
b.  Time stamp of packet expiry ([3][8])
2. Remaining PDB included in the BAP header, which is included in the donor DU in the DL or at the access IAB node in the UL, and updated on each subsequent IAB node by considering the delay the packet has experienced on the previous hop ([3][8][17])
Q2:  Do companies support the inclusion of the timing related information on the BAP header? If so, which of the above is the preferred solution? 

	Company
	Yes/no
	Detailed comments (if the answer is yes, please include the preferred solution)

	Huawei, HiSilicon
	No
	It cause more complexity that BAP marks the timing info per packet.
Not sure the timing info is accurate, since we will not specify when exactly to add this timing info. If the timing info is not accurate, maybe it will make it worse.

	
	
	


The rapporteur’s understanding is that for any of the timing information related enhancements described above, the IAB nodes and/or donor DU require information related to the E2E PDB. For example,

For solution 1a: IAB nodes have to know the E2E PDB of the packet to make use of the timestamp of the packet creation

For solution 1b: donor DU has to know the E2E PDB to calculate the expiry time for DL packets, access IAB node has to know the E2E PDB to calculate the expiry time for UL packets

For solution 2a: donor DU has to know the E2E PDB to put the remaining PDB for DL packets, access IAB node has to know the E2E PDB to calculate the remaining PDB for UL packets

Q3:  If the answer to Q2 is Yes, do companies agree that at least the access IAB node and the donor DU must be configured with the E2E PDB of the bearer? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	
	In R16, the configuration on adding BAP header at donor-DU is on the level of IP address + flow label/DSCP, rather than per bearer. No sure this is feasible for donor-DU.

	
	
	


Regarding b, the proposals from companies is to configure the donor DU and IAB nodes with the number of hops per routing ID, and this is used to estimate the extra latency the packet has yet to experience before reaching the destination and/or to prioritize one packet over another (([1][3][6][9][12][18])). 
During the email discussion in [21] and online meeting, it was discussed that the number of hops is mostly relevant for the DL, as the number of hops in the UL is the same from a given IAB node. However, the rapporteur’s understanding is that this is not necessarily true (e.g., if the IAB node is operating in DC with two different donor CUs). 
Q4a:  Do companies support the configuration of IAB nodes and donor DU with the number of hops per downstream destination routing ID? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	No
	

	
	
	


Q4b:  Do companies support the configuration of IAB nodes with the number of hops per upstream destination routing ID (e.g., in case of DC with different donor CUs)? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	No
	

	
	
	


There were also some proposals that addresses the problem of latency enforcement in a way different from the above. In ([8][15]), it was proposed to configure the BH RLC channels with a multitude of per-hop PDB values corresponding to different destination routing IDs. In [15], it is further proposed that each IAB node can include the per-hop PDB deficit/surplus in the previous hop in the BAP header, which can be used to relax/restrict the scheduling of the packet over the next hop.
Q5:  Do companies support the configuration of BH RLC channels with multitude of per-hop PDBs corresponding to different destination routing IDs? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	No
	

	
	
	


4. UL flow control
In [6], [14] and [18], UL hop-by-hop flow control is proposed for better congestion mitigation via improved UL scheduling and resource utilization (including the case of DC where only the MCG or SCG is congested), while [3][13][15] and [19] propose not to introduce UL flow control as current mechanisms (parent controlling child’s UL traffic flow based on BSR received and grants provided in response to that).
Q6:  Do companies support the introduction of UL hop-by-hop flow control mechanisms? 

	Company
	Yes/no
	Detailed comments 

	Huawei, HiSilicon
	Yes
	As in the chair minutes, the discussion point is for supporting UL flow control triggered local re-routing.
One Further round of offline discussion: 

-
P7 P8 

-
Consider also P11, consiering that the purpose to trigger local rerouting, at situations when there would be no local build up of buffers. 

-
Consider complexity and gain. 
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One of the typical use case is to avoid data congestion, for the IAB node with dual parents but one of them is UL congested. Triggering local re-routing can be efficient solution to reduce congestion and latency.
Also, the spec impact/standard effort could be quiet small (almost 0), since RAN2 will anyway define the DL local rerouting triggered by flow control and can fully reuse the R16 flow control format.
Note the UL scheduling can only throttle the data transmission in one MAC (or on backpressure the data in one cell group). BAP layer is the only way to switch data from one MAC to another MAC by local re-routing.

	
	
	


5. Summary
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