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In last RAN3 meeting, IAB workshop proposed a way forward [1] about IAB architecture, which totally included 5 IAB architectures, 2 for L2 relaying and 3 for L3 relaying.
This contribution discusses the details of L2 IAB architecture and gives our preference.
Discussion
In IAB architecture way forward [1], L2 relaying architecture 1a and 1b had been given as followings:


Figure 1a: Reference diagram for architecture 1a



Figure 1b: Reference diagram for architecture 1b
From our point of views, the key difference between architecture 1a and 1b is how to maintain PDU session and bearer management of IAB node. Besides these, there are also some aspects that need to be discussed firstly:
· Aspect1: aggregated or non-aggregated bearer on IAB Uu interface
Aggregated bearer on IAB Uu interface has the following characteristics:
· Meaning: all of UE bearers with same or similar QoS requirement via a IAB node transmission will be aggregated to the same IAB bearer;
· Merits:
· LCID space will reuse current one;
· No extra impacts on MAC spec and scheduling algorithm implementation;
· Demerits:
· Many-to-1 mapping relationship between UE bearers and IAB bearer will be maintained.

Non-aggregated bearer on IAB Uu interface has the following characteristics:
· Meaning: each UE bearer via a IAB node transmission will be mapped to one IAB bearer;
· Merits:
· 1-to-1 mapping between UE bearer and IAB bearer;
· Demerits:
· LCID space will be greatly increased;
· Increased overhead and complexity;
· Large specification impacts on MAC;
· Higher complexity of scheduling algorithm and lower efficiency of PDU construction and resource utilization (separate transport block allocation may be harmful for packets multiplexing and result in multiple padding fields);
From the above analysis, we prefer to support aggregated bearer on IAB Uu interface.
Proposal 1: RAN2 should agree to only support aggregated bearer on IAB Uu interface.

· Aspect2: End-to-end or hop-by-hop ARQ
In the architecture discussion, some companies raise a potential direction to use an end-to-end ARQ in IAB architecture, which means that ARQ function just lies in the two endpoints of the path, i.e. between UE and donor or between access node and donor. 
From our point of view, this end-to-end ARQ will increase missing packet detection delay and reduce retransmission efficiency. In legacy ARQ using case, one peer ARQ entities will only cover one air interface, which means that missing packet detection and retransmission will aim at to recover potential errors in this one-hop link. Once the link becomes multiple-hop, not only missing packet detection but also retransmission will be changed. Firstly missing packet detection will be more difficult than one-hop link because all of links worst situation should be considered and detection timer and delay will be largely increased. Secondly, once a missing packet is detected, this packet will be retransmitted in all of links. But in fact this packet may be successfully transmitted in several links but just failure in one link or last link. Retransmission will need more resource assumption and delay. Thirdly, in some extreme case, e.g. achieving ARQ maximum retransmission number, it can not be known which link is broken in this multiple hop chain.
Observation1: End-to-end ARQ will increase missing packet detection delay and reduce retransmission efficiency.
From the above analysis, end-to-end ARQ will increase extra efforts but no benefits.
Proposal 2: RAN2 should agree to support hop-by-hop ARQ.

· Aspect3: per-UE-bearer routing or per-access-node routing
Routing function is used to decide accurate path of a packet. In uplink, routing function needs to delivery packets to the right CU-UP node and in downlink, to the right access node or UE bearer. From our point of view, it is a baseline routing solution to use destination (access node for DL and CU-UP node for UL) address or identification as routing information, which means that there is no need to distinguish different UEs’ similar bearers in routing decision. Per-access-node routing solution will simplify the design of adaptation layer and routing algorithm. Per-UE bearer routing solution will be more flexible and complex on protocol design and routing algorithm.  
Observation2: per-access-node routing will simplify the design of adaptation layer and routing algorithm.
Furthermore, when packets arrive at the destination node, on how to route it to the right UE’s bearer, we prefer to reuse current GTP-U solution, which maintains 1-to-1 mapping between a UE bearer and a GTP tunnel.
Proposal 3: per-access-node routing is the baseline.
In combination with the above 3 aspects analysis, regarding architecture 1a and 1b, we think that architecture 1b has maximum reusing of existing mechanisms and is simpler in protocol design and algorithm implementation than architecture 1a. And the benefit of architecture 1a is not clear now except for the complexity. Hence we prefer architecture 1b.
Furthermore, we need a new protocol to perform routing function and carry routing information, i.e. adaptation layer. About the location of this adaptation layer, there are three options: 
· Option1: Above RLC layer;
· Option2: In the middle of RLC, related to end-to-end ARQ;
· Option3: Below RLC layer.
Among them, option2 can be first excluded because end-to-end ARQ has no obvious benefits but just large specification efforts for joint design with combination of part of RLC function and routing function.
Compared between option1 and option3, option3 is applicable for multiplexing different UEs’ bearers in MAC layer and option1 can leave all of new functions including multiplexing different UEs’ bearers to the new adaption layer and have no impacts on current RLC and MAC layers. 
Hence we prefer:
Proposal 4: architecture 1b with adaptation layer above RLC can be baseline architecture.

Conclusion 
[bookmark: _GoBack]In this contribution, we discuss IAB architecture and have the following observations and proposals:
Observation1: End-to-end ARQ will increase missing packet detection delay and reduce retransmission efficiency.
Observation2: per-access-node routing will simplify the design of adaptation layer and routing algorithm.
And we propose:
Proposal 1: RAN2 should agree to only support aggregated bearer on IAB Uu interface.
Proposal 2: RAN2 should agree to support hop-by-hop ARQ.
Proposal 3: per-access-node routing is the baseline.
Proposal 4: architecture 1b with adaptation layer above RLC can be baseline architecture.
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