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Introduction

UP integrity protection is agreed to be supported for the DRB with NR PDCP for SA and DC connected to 5GC. In the previous RAN2 meeting the following agreements related with the data rate of integrity protection were made:

- It is left to network to ensure that the UE supported data rate for integrity protection is not exceeded.  UE behaviour when data rate exceeds supported rate is unspecified.

- Signal the UE capability for supported max data rate for DRB IP in NAS as part of the rest of the UE security capability.  This should be confirmed with SA3/CT1/RAN3.

- Lowest possible value for the data rate is 64 kbps

To achieve the goal that the UE supported data rate for integrity protection is not exceeded, there are still some issues that need to be discussed and these are highlighted in this contribution.

Discussion
One of the 5G features is network slicing and this is supported in both NG-RAN and NG core, for each network slice the resource of NG-RAN and CN is isolated. 

In case that multiple PDU sessions which belong to different network slice are established for a given UE , the UP security policy (i.e. Which PDU session will be required to activate integrity protection)  for each PDU session is decided by the corresponding slice separately, in current CN specification there’s no security policy exchange mechanism between different slices, thus there is no such a CN function which can have an overall vision  whether the aggregated data rate of integrity protection of these established PDU sessions belonging to different slices exceed the UE capability or not. Hence, in the entire network, only the RAN node can determine if the integrity protection enabled data rate for a given UE will exceed the UE capability or not.

Observation 1: When network slicing is used, CN may not be able to ensure that security policy decisions for different PDU sessions belonging to different NW slices will always result in a valid configuration for the UE supported data rate for integrity protection. Only, RAN can have a overview of the aggregated security policy across all slices and determine whether this results in a valid configuration from UE capability perspective.

Based above observation, in case that PDU sessions whose aggregate GRB exceed the UE capability of max integrity protection data rate are to be established by the CN, and the corresponding integrity protection policy are all set to be “required” [1], then a conflict between the Qos requirement and the UE capability happens. In this case, RAN will have to reject some of the PDU sessions’ establishment command to satisfy the UE capability restriction with a corresponding cause. To achieve this, a new cause code e.g. “invalid configuration - UE IP data rate capability exceeded” is proposed to be introduced in the NG-C interface in this case.

Proposal 1: RAN should be allowed to reject the setup request of PDU sessions in case the total GRB rate of the CN initiated to-be-setup PDU sessions with security policy value ‘Required’ are much larger than the UE capability of max integrity protection data rate.

Proposal 2: A new rejection cause (e.g. “invalid configuration - UE IP data rate capability exceeded”  is proposed to be introduced in the NG-C for the RAN to notify the CN.

Even if there’s no conflict between the GBR Qos and UE capability, since the aggregate AMBR of all established PDU sessions is larger than the UE average data rate, the random data bursts still have chance to exceed the UE capability of integrity protection data rate.

However, in the DC structure, i.e. NE-DC, NGEN-DC and NN-DC, neither MN nor SN know the whole integrity protected data rate of the given UE, so in order to ensure the integrity protected data rate of MN + SN doesnot exceed the UE capability, some information exchange between MN and SN is needed. 

Observation 2: In case of DC, neither MN or SN can know the whole integrity protection data rate of the given UE, thus cannot have an overall control to guarantee the UE capability of max integrity protection data rate will not be exceeded.
Following alts could be considered:

Alt 1: MN and SN exchange the real time integrity protection data rate of each other, e.g. periodically, based on which the MN or SN can calculate the total data rate of integrity protection of the given UE, so that MN or SN can dynamically decide to increase or decrease the data rate of integrity protection if necessary.

Alt 2: MN send a target aggregate value of integrity protection data rate of the given UE to the SN, SN shall ensure the aggregate integrity protection data rate of SN terminated bearers never exceed the received target value set by MN. With this way the MN can control the overall UE integrity protection data rate and ensure the UE capability not being exceeded.

Following is the comparison of the above 2 alts:

	
	Alt1
	Alt2

	Pros
	Alt1 brings more flexibility of the data rate control and ensure the UE’s capability of integrity protection data rate can be fully used
	Simpler and bring less Xn-C overhead

	Cons
	Cause more Xn signaling overhead
	UE’s capability of integrity protection data rate cannot be fully used in case the MN(or SN) terminated PDU session with integrity protection has no data transmission then there’ll be only one leg is using integrity protection.


In current phase we do not see strong requirement to introduce data throughput enhancement for this issue, thus we propose the simpler alt2.

Proposal 3: MN decides how much integrity data rate of the UE capability could be assigned to SN and sends a threshold of the aggregate value of integrity protection data rate of the given UE to the SN, SN shall ensure the aggregate integrity protection data rate of SN terminated bearers never exceed the received threshold.  

Note that Proposal 3 can be achieved by MN directly modifying the UE security capability sent to SN, so actually no additional impacts is needed to be introduced in the Xn-C interface.
Conclusion
Observation 1: When network slicing is used, CN may not be able to ensure that security policy decisions for different PDU sessions belonging to different NW slices will always result in a valid configuration for the UE supported data rate for integrity protection. Only, RAN can have a overview of the aggregated security policy across all slices and determine whether this results in a valid configuration from UE capability perspective.

Proposal 1: RAN should be allowed to reject the setup request of PDU sessions in case the total GRB rate of the CN initiated to-be-setup PDU sessions with security policy value ‘Required’ are much larger than the UE capability of max integrity protection data rate.

Proposal 2: A new rejection cause (e.g. “invalid configuration - UE IP data rate capability exceeded” is proposed to be introduced in the NG-C for the RAN to notify the CN.

Observation 2: In case of DC, neither MN or SN can know the whole integrity protection data rate of the given UE, thus cannot have an overall control to guarantee the UE capability of max integrity protection data rate will not be exceeded.

Proposal 3: MN decides how much integrity data rate of the UE capability could be assigned to SN and sends a threshold of the aggregate value of integrity protection data rate of the given UE to the SN, SN shall ensure the aggregate integrity protection data rate of SN terminated bearers never exceed the received threshold.   
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