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1. Introduction

It was agreed to support DRB integrity protection (IP) in NR connection to 5GC, i.e. in MR-DC with 5GC and NN-DC. The integrity protection will be activated on per DRB basis. There is an open issue what the behavior of UE or SN is if DRB IP failure is detected. This contribution addresses this issue.

2. Discussion

Baseline handling for DRB IP failure

SA3 explained the basic behavior of DRB IP failure handling in its previous LS[1], i.e. discard the packet failed IP check or recovery the HFN if HFN is detected unsynchronized, but didn’t clarify what’s the handling if DRB IP check failure persists. In LTE relay, DRB IP is supported but also there’s no further action introduced except for discarding the IP failed packet. However considering the case that attacks persist, if only discarding the IP failed packets is performed, continuously discarded packets could be seen and QoS cannot be satisfied.
Proposal 1: Discarding the failed packet is the baseline handling for DRB IP failure.
Observation 1: it’s inefficient and unsafe to only discard the IP failed packets in case the DRB IP failure persists, some further actions need to be introduced to protect the network and UE.

Need to distinguish the reason of DRB IP failure is due to HFN de-sync or injection
DRB IP failure may be caused by injection attack or HFN de-synchronization. Furthermore, considering that the introducing HFN de-synchronization detection and recovery will lead to additional complexity to the UE, and the HFN de-synchronization rarely happens, in current stage it’s enough to keep UE’s behavior consistent whatever the cause of DRB IP failure is. Enhancements for HFN de-synchronization recovery could be left to a later release.

Proposal 2: It’s hard to distinguish whether the DRB IP failure is caused by HFN de-synchronization or by injection attack from the receiver’s point of view. For simplicity it’s proposed not to introduce such mechanism.

Support of per DRB handling for DRB IP failures 
There are usually multiple DRBs configured during the connection. When the injection attack happens, it should be noted that it seldom sticks at one DRB, usually the attacks will spread across multiple DRBs.

Observation 2: the injection attacks can easily spread across multiple DRBs instead of sticking at one DRB.
In this case, it can be discussed whether there is a need to have per DRB handling in case the IP failures are detected on multiple DRBs, e.g. recover the discarded data packet or re-establish the IP failed DRB only.

To achieve per DRB handling, some further issues need to be discussed:

Issue 1: Whether the UE needs to inform each IP failure to the NW?

Issue 2: Does the NW need a way to know which DRB fails the IP check?
Issue 3: Whether the SN supports independent handling of the IP failure for SCG terminated bearer?

Issue 4: How can the IP failure handling on one DRB avoid impacts on other DRBs?

For issue 1, it needs additional RRC signaling overhead if UE reports each DRB IP failure to the NW, and this additional overhead is unacceptable if the DRB IP failure persists.

For issue 2, the IDs of DRBs failing the IP check need to be added in the signaling either from UE or from SN (in case SN detects the IP failure of the uplink data).

For issue 3, RAN2 has to discuss whether to support UE reporting the DRB IP failure via SRB3

For issue 4, as discussed above, only discarding the IP failed data packet is not sufficient in case the attack persists. If IP failure is detected on DRB, one more valuable handling is to re-establish the DRB, i.e. re-establish the PDCP entity with key change. However the change of either KgNB or S-KgNB will impact all the bearers terminated on MN or SN. Re-establishing the IP failed DRB without key change will not lead to impacts to other DRBs but it can’t solve the problem, the attacker can easily continue the attacks since the key is not changed. 

Observation 3:  Per DRB handling for DRB IP failures will introduce additional Uu and Xn signaling overhead and, more importantly, re-establishing the IP failed DRB with a key change will impact all the other DRBs at same termination point. Thus no benefit is seen in per DRB IP failure handling.
Based above analysis, the UP IP failure handling cannot be per bearer. Furthermore, considering that UE doesn’t distinguish the termination point, the UP IP failure handling could be per security key. 
Proposal 3: the UP IP failure handling should be not per bearer but only per security key. i.e. the UE should indicate the security key associated with the DRB(s) that resulted in IP check failure. 
Condition to trigger the stricter DRB IP failure handling
If the DRB IP failure happens rarely, discarding the failed packet is enough. In case the DRB IP failures persistently happen, some stricter handling may be considered. A few alternatives have been discussed for this as noted below::

Alt1: Once the IP failure is detected on any DRB, the failure handling is triggered (i.e the failure message is sent per every event);

Alt2: When the number of persisting IP failures reaches a certain threshold, the failure handling is triggered;
Alt 3: The failure is reported only once (i.e. the first time) and the UE doesn’t report any further IP check failures. 

There are many possible reasons for IP check failure:

1) Active attacker

2) Other radio related failure issues (e.g. residual bit errors due to CRC failure or HFN desync)

The probability of 2) is extremely low. The probability of having consecutive events of 2) is almost zero (especially for the CRC failure scenario). So, we should really not optimize for this scenario. On the other hand, when an active attacker is there, the UE should inform the network as soon as possible. So, triggering failure message(s) from the UE in this case is preferred (rather than waiting for a threshold number of events to occur). Note that active attacker case is also a rare event (hopefully) and in this rare case, having a few additional signalling messages in UL is hopefully not that big issue.  It is preferable to send multiple messages (one for each failure event) to ensure the network receives one as soon as possible – e.g. even if the first one is lost or delayed etc). 

So, given this, we prefer the simple alternative (i.e. alt 1). 

Proposal 4: The UE triggers an RRC message to indicate the IP check failure for every failure event (i.e. the UE procedure is simple). Of course, the network can react to the first RRC message and provide a reconfiguration (or it can wait for a threshold number of RRC failure messages – i.e. this is a network implementation).
What should be the stricter DRB IP failure handling?
In LTE, RRC reestablishment is triggered once IP failure is detected on SRB. In previous meeting similar agreement was reached for the case of SRB3 IP failure at SCG, i.e. SCG failure will be triggered and the UE shall send SCGfailureInformation to the MN.

For the DRB IP failure handling, based above proposal3, UE cannot know the termination point, i.e. UE cannot know whether the IP failed DRB is located at MN or SN, thus the SRB IP failure handling cannot be easily adopted.

Observation 4: The SRB IP failure handling cannot be adopted in DRB IP failure handling, since UE doesn’t distinguish the termination point. 

Thus for simplicity, the following handling could be considered:

- For the downlink, if the UE detects DRB IP failure within one RadioBearerConfig, the UE informs the MN about the UP IP failure for the RadioBearerConfig; no specific DRB ID needs to be provided to the MN.

- For the uplink, if the SN detects DRB IP failure(s), the SN informs the MN about the UP IP failure cause.

Proposal 5: For simplicity, following handling of DRB IP check failure are proposed: 

· For the downlink, if the UE detects DRB IP failure within one RadioBearerConfig, the UE informs the MN about the security key associated with the DRB(s) that resulted in IP check failure; no specific DRB ID needs to be provided to the MN.

· For the uplink, if the SN detects DRB IP failure(s), the SN inform the MN about the UP IP failure; no specific DRB ID needs to be provided to the MN.

3. Conclusion

Proposal 1: Discarding the failed packet is the baseline handling for DRB IP failure.
Observation 1: it’s inefficient and unsafe to only discard the IP failed packets in case the DRB IP failure persists, some further actions need to be introduced to protect the network and UE.

Proposal 2: It’s hard to distinguish whether the DRB IP failure is caused by HFN de-synchronization or by injection attack from the receiver’s point of view. For simplicity it’s proposed not to introduce such mechanism.

Observation 2: the injection attacks can easily spread across multiple DRBs instead of sticking at one DRB.
Observation 3:  Per DRB handling for DRB IP failures will introduce additional Uu and Xn signaling overhead and, more importantly, re-establishing the IP failed DRB with a key change will impact all the other DRBs at same termination point. Thus no benefit is seen in per DRB IP failure handling.
Proposal 3: the UP IP failure handling should be not per bearer but only per security key. i.e. the UE should indicate the security key associated with the DRB(s) that resulted in IP check failure. 
Proposal 4: The UE triggers an RRC message to indicate the IP check failure for every failure event (i.e. no need to configure a threshold number). Of course, the network can react to the first RRC message and provide a reconfiguration (or it can wait for a threshold number of RRC failure messages – i.e. this is a network implementation).
Observation 4: The SRB IP failure handling cannot be adopted in DRB IP failure handling, since UE doesn’t distinguish the termination point. 
Proposal 5: For simplicity, following handling of DRB IP check failure is proposed: 

· For the downlink, if the UE detects DRB IP failure within one RadioBearerConfig, the UE informs the MN about the security key associated with the DRB(s) that resulted in IP check failure; no specific DRB ID needs to be provided to the MN.

· For the uplink, if the SN detects DRB IP failure(s), the SN inform the MN about the UP IP failure; no specific DRB ID needs to be provided to the MN.
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