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1 Introduction

In the last RAN2 ad hoc meeting, a number of agreements on PDCP duplication were agreed as follows:
Agreements:

1. Upon packet duplication activation, only PDCP SDUs/PDUs not submitted to lower layers are duplicated.  

2. Baseline is that packed duplication is support for data PDUs

3. For packet duplication, when to submit PDCP PDUs to lower layers is up to UE implementation.  FFS on UE behaviour when duplication is deactivated and what PDCP data volume is used.  

4. After packet duplication is activated, for DC duplication, PDCP data volume is indicated to both the MAC entity associated with the primary RLC entity and the MAC entity associated with the secondary RLC entity

5. After packet duplication is activated, for CA duplication, PDCP data volume is included in both the LCG associated with the primary RLC entity and the LCG associated with the secondary RLC entity.  

6. Packet duplication does not impact RLC data volume

7. The UE shall discard packets that have been acknowledged by RLC in the other RLC leg.   PDCP should indicate to the other associated RLC entity to discard the corresponding PDCP PDU.  RLC procedures and PDCP discard procedures are not impacted by this agreement.

8. The deactivated RLC entity is not re-established 

9. For CA and DC upon deactivation of PDCP data duplication, the UE transmitting PDCP entity should indicate to lower layers to discard all PDCP PDUs provided for duplicate transmission to the secondary RLC entity  

10. When configuring duplication, RRC can also set the initial state (active or inactive) for DRBs.

11. If SRB is configured to use duplication, the state is always active

12. FFS Duplication is supported for SRBs for CA 
Also, some papers [1-4] on how PBR is impacted in duplication scenario were submitted but not discussed yet. In this contribution, we would like to discuss this issue.
2 Discussion
Some contributions [1-2] proposed to use two PBR values, one for duplication and the other for non-duplication (i.e. split bearer or deactivated duplication). In NR, two types of PDCP duplication are supported, i.e. CA duplication and DC duplication.
When duplication is deactivated in CA duplication, only primary RLC is used for data transmission. TX PDCP does not send any data to secondary RLC so that practically the secondary LCH does not participate in LCP procedure. Therefore, the expected data rate of the primary LCH is same, regardless of duplication activation. In this case, additional PBR value is not necessary at all. Figure 1 shows PBR and guaranteed data rate in CA duplication when single PBR value per LCH is used. 
Observation 1. CA duplication does not need additional PBR value for non-duplication case.
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Figure 1. PBR and data rate in CA Duplication

Figure 2 shows PBR and guaranteed data rate in DC duplication when single PBR value per LCH is used. When duplication is deactivated in case of DC duplication, data transmission operation goes back to normal split bearer operation based on uplink buffer threshold. In case of small buffer size, all the uplink data is transmitted via primary LCH. So, the expected data rate of the primary LCH is same regardless of duplication activation. Therefore, it seems to work well to use the same single PBR value.
In case of large buffer size, served data rate is shared by both primary LCH and secondary LCH. One could argue that in this case the actual data rate can be reduced and PBR of each LCH should be reduced. However, if we use small PBR value for split bearer operation, PBR in small buffer case is also reduced. This means that it is very likely to increase the transmit buffer size and this buffering also increases the total delay. In turn, the total performance may be degraded. 
Observation 2. In split bearer, smaller value of PBR may increase the latency.

Typically, PDCP duplication is configured for URLLC-like traffic which requires strict latency requirement. Even in large buffer case, summation of PBRs of both links can reduce the buffer size quickly, so that required latency can be easily guaranteed. Hence, in this case, reuse of PBRs for duplication could be beneficial. 
Proposal 1. Duplication bearer uses a single PBR per LCH, regardless of activation of PDCP duplication.
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Figure 2. PBR and data rate in DC Duplication
3 Conclusion

Based on the above, RAN2 is requested to discuss and capture the following proposal:
Proposal 1. Duplication bearer uses a single PBR per LCH, regardless of activation of PDCP duplication.
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