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[bookmark: _Ref462817227]Introduction
In RAN2#AdHoc 2018-1 there has been some progress on beam recovery configuration, mainly to the ASN.1 of the IE called BeamFailureDetectionConfig. At the same time, we have not been able to implement yet the RLM configuration parameters since there is at least one open issue that needs to be resolved and/or clarified with RAN1: whether beam monitoring resources for failure detection, configured in BeamFailureDetectionConfig, are:
· a/ the same as the RLM-RS resources;
· b/ a subset of the RLM-RS resources or;
· c/ a completely orthogonal set of resources.

This contribution provides a discussion about these three alternatives and proposes a way forward. Meanwhile, we suggest that RAN2 provides its current understand to RAN1 so that can either be confirmed or clarified.
A companion contribution provides a TP where other RLM related issues, in addition to this one, are also addressed [1].
Discussion
Before we suggest a way forward between a/, b/ or c/, some aspects should be analyzed:
· What RS types can be configured for RLM and BLM;
· How the failure instances in RLM and beam BLM are generated;

RS type for RLM and BLM 
In RAN1#90 it has been agreed that NR supports to configure X RLM-RS resource(s), where each RLM-RS resource can be either one SS/PBCH block or one CSI-RS resource. Even before that, in RAN1#88bis it has been agreed that the beam failure detection RS at least includes periodic CSI-RS for beam management and SS-block within the serving cell under the condition that SS-block is also used in beam management, which has been later agreed.

Either SSBs or CSI-RS resources can be configured for as RLM-RS.
Either SSBs or CSI-RS resources can be configured as beam failure detection RS.


Generation of failure instances
As in LTE, it has been agreed for NR in RAN1#90 that the hypothetical PDCCH BLER is used as the metric for determining IS/OOS conditions for both SS/PBCH block based and CSI-RS based RLM. Then, one meeting later in RAN1#91, it has been agreed that the BLER used for beam failure recovery reuses RLM default BLER threshold for RLM out-of-sync declaration. Hence, in our view, that seems an obvious indication that both RLM and beam failure detection aims to enable the UE to identify potential issues PDCCH and take actions upon some triggering conditions.

In other words, RAN1 not only agreed that the BLER is used in both monitoring procedures, but also that in both cases out-of-sync indications are generated.

BLER is used in RLM to generate OOS indications to higher layers.
BLER is used in BLM to generate OOS indications to higher layers.

One tiny difference that we have noticed is that for BLM, for some strange reason, RAN1 has “restricted” the usage of a default BLER value used in RLM, perhaps to reduce the amount of configuration, not very small in NR. Another potential difference relates to the IS indications. While in RLM it has been agreed to follow the LTE principle in NR of explicitly generating IS indications, for BLM, to notify MAC that beam recovery is successful, RAN1 has preliminary assumed that “implicit indications” (absence of OOS indications) would be used i.e. that there would be the continuation of a periodic monitoring process that will not generate OOS events because the BLER criteria is not fulfilled, which could be easily aligned to the RLM criteria relying on the same BLER values to generate IS events instead of defining yet another complicated solution.

BLER is used to generate IS indications to higher layers in RLM.
BLER could easily be reused in BLM to generate IS indications to higher layers.

Analyses of the different solutions
Now, considering the previous background provided in section s 2.1 and 2.2, let’s try to discuss the different assumptions, i.e., whether beam monitoring resources for failure detection, configured in BeamFailureDetectionConfig, are:
· a/ the same as the RLM-RS resources;
· b/ a subset of the RLM-RS resources or;
· c/ a completely orthogonal set of resources.

If RAN2 assumes a/, we need to analyze two different assumptions: a1/ beams providing cell coverage (e.g. total number of transmitted SSBs) are the same configured for radio link monitoring and beam failure detection; and a2/ there are more beams providing cell coverage (e.g. total number of transmitted SSBs) than the configured for radio link monitoring and beam failure detection. In the case of a1, the assumption a/ will mean that beam recovery is never triggered (i.e. is not needed) as if UE is configured to monitor all beams, a failure means that there is no candidate beam from the same cell, i.e., recovery cannot be triggered and at some point RLF will occur. In the case of a2, things make more sense as when beam failure is detected, before RLF (as RLF counter would be larger than the counter for beam failure detection), the UE performs beam recovery having the remaining beams providing cell coverage as candidate beams in the case network fails to track the UE with L1-based beam management reporting. That would also enable the network to limit the number of beams the UE monitors for RLM and beam failure monitoring, but still have some robustness with beam recovery. A follow up question would be if the monitoring procedure for BLM and RLM is the same (e.g. in terms of measurement periodicity, etc.), but that is clearly out of the RAN2 scope.

If RAN2 assumes b/, i.e., BLM resources would be a subset of RLM resources. In other words, the UE could detect beam failure, perform recovery and still be under cell coverage i.e. no chance to declare RLF. In other words, RLF would only be triggered when the UE leaves cell coverage and, in that case, there is no chance to perform beam recovery except if we also define a limited set of RLM resources compared to cell coverage. In that case, recovery could still be possible depending how recovery resources are configured. 

If RAN2 assumes c/, i.e., BLM resources would be possibly orthogonal to RLM resources. If that is the case, there seems to be a potential inconsistency. It has been argued by some companies in RAN1 that the generation of OOS indications based on BLER was a too complex operation to allow the monitoring of too many beams, i.e., the monitoring of all possible SSBs within the serving cell. However, agreeing with c/ would mean that somehow it would be OK to support yet another set of resources also relying on BLER, which would possibly double the amount of operations claimed to be complex. Hence, in our view, c/ as it is does not make any sense. 

Based on our analyses, either a/ or b/ can make some sense. As a/ can be configured as a special case of b/, in our view b/ seems to be a decent compromise between flexibility and simplicity. Hence, we suggest RAN2 to make b/ as its initial assumption and inform RAN1.

RAN2 assumes that BLM resources are configured as a subset of RLM resources.

As some of these aspects have to be confirmed by RAN1, it seems reasonable to send them an LS either confirming these assumptions or clarifying why they are not fully correct.
Ask RAN1 whether RAN2 can progress the RRC specifications under the assumption that BLM resources are configured as a subset of RLM resources.
[bookmark: _Toc503177666]A DRAFT LS has been provided in R2-1803341 [2].	
Conclusion
[bookmark: _Toc485398802][bookmark: _Toc485417365][bookmark: _Hlk503177409]In this contribution, the following proposal are made: 
1. RAN2 assumes that BLM resources are configured as a subset of RLM resources 
1. Ask RAN1 whether RAN2 can progress the RRC specifications under the assumption that BLM resources are configured as a subset of RLM resources.
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