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1 Introduction

In this contribution, we discuss the destination address collision handling in eV2x.
2 Discussion
2.1 Reasons for address collision

In Rel-14, different L2 destination address is embedded in MAC header using 3 bytes, in order to differentiate between different services, i.e., PSID / ITS-AIDs. However, it may happen that different services use the same destination address, i.e., the destination address collision. Destination address collision may happen due to two reasons. 

1) One is the use of default address:

This may happen in case the V2x service identifier is not included in the list of V2x service authorized for V2x communication over PC5. In this case, destination address collision may happen due to the usage of default destination address, which is described in TS 24.386 as follows:

6.1.2.2
Transmission

The UE shall include the V2X message in a protocol data unit and pass it to the lower layers for transmission along with the following parameters:
<TEXT REMOVED>

c)
the destination Layer-2 ID set to:

1)
the destination Layer-2 ID associated with the V2X service identifier of the V2X service in this list of V2X services authorized for V2X communication over PC5 as specified in subclause 5.2.4, if the V2X service identifier of the V2X service is included in the list of V2X services authorized for V2X communication over PC5 as specified in subclause 5.2.4; or

2)
the default destination Layer-2 ID configured to the UE for V2X communication over PC5 as specified in subclause 5.2.4, if the V2X service identifier of the V2X service is not included in the list of V2X services authorized for V2X communication over PC5 and the UE is configured with a default destination Layer-2 ID for V2X communication over PC5;

2) The other case is the introduction of group-based communication in Rel-15 eV2x: 

Based on the SA2 reply in S2-178181 [1], and the latest version of TR 23.786

6.1.1
Functional Description
<Text Removed>

If desired, e.g. for optimized operations, separation of the traffic from different groups could be also achieved with the use of different destination L2 IDs. These destination L2 IDs could be negotiated among group members at application layer or obtained from V2X AS at application layer. For such operations, the application layer would decide the L2 ID and pass it down together with the packets down to 3GPP layer. In this case, PSID to L2 ID mapping is not used in deciding on the destination L2 ID. 

NOTE:
Any potential clash of "Group" L2 IDs assigned by different V2X applications is resolved within the application.    

I.e., although application layer can handle the destination address collision between multiple groups within the same application, it cannot prevent the collision between groups of different applications. 

Observation 1 L2 destination address collision may happen due to default destination address and group-based V2x communication.

2.2 Impact due to address collision

In this section, the impact due to address collision is considered for Rx-UE and network scheduler (i.e., limited to mode-3 only) respectively.

2.2.1 Impact for Rx-UE

For Rx-UE, the problem is mainly the traffic filtering at MAC layer:

· If there is no address collision, Rx-UE can already filter out the interested traffic at MAC layer, and delivery it to application layer;

· Else, Rx-UE cannot filter out the interested traffic at MAC layer, and may deliver wrong traffic to application layer (together with or without the correct traffic). 

For the latter case, considering the default address problem has been there since Rel-14, we can assume that the Rx-UE is capable of handling that case, i.e., to filter out the correct traffic at application layer instead of at MAC layer.

Observation 2 The impact to Rx-UE can be solved by filtering traffic at application layer.

2.2.2 Impact for network scheduler

For network scheduler, the problem is mainly at mode-3.

In SidelinkUEInformation, UE report the destination address in a frequency specific way.

SL-V2X-CommTxFreqList-r14 ::=
SEQUENCE (SIZE (1..maxFreqV2X-r14)) OF SL-V2X-CommTxResourceReq-r14

SL-V2X-CommTxResourceReq-r14 ::=

SEQUENCE {


carrierFreqCommTx-r14


INTEGER (0.. maxFreqV2X-1-r14)


OPTIONAL,


v2x-TypeTxSync-r14



SL-TypeTxSync-r14



OPTIONAL,


v2x-DestinationInfoList-r14

SL-DestinationInfoList-r12

OPTIONAL

}

This would result into different destination index in BSR report:

-
Destination Index: The Destination Index field identifies the ProSe Destination or the destination for V2X sidelink communication. The length of this field is 4 bits. The value is set to the index of the destination reported in destinationInfoList or v2x-DestinationInfoList and if multiple such lists are reported, the value is indexed sequentially across all the lists in the same order as specified in [8];

A V2X service may map to multiple frequencies. In such a case, eNB needs to schedule them in more than one frequency, as Rel-15 CA is supported. But the BSR report is based on destination index, and is unable to represent the UE intent well. Even without the “destination address collision” issue, it is already unclear that how eNB can determine the amount of data included in BSR represents all data of a service or just a part of it. For example, a single service mapped to two carrier frequencies (carrier I and II), with destination ID X. Therefore, two “destination index” entries will be created after UE reports carrier I and II respectively in SidelinkUEInformation. Consequently, the UE will send BSR(s) using those two “destination index” later during the Mode 3 scheduling process. However, is the sum of both BSR reports represents the total data of this service, or only one of them represents the actual data demand? What does it mean if the two BSR reports have different traffic demand values? 

A possible fix of this eNB ambiguity issue is to require V2X UE to report the same amount of data in each BSR using the relevant “destination index(es)” for this service.
Even when we assume that this ambiguity could be alleviated by requiring V2X UE to report the same amount of data in each BSR using the relevant “destination index(es)”, there is still the destination address collision (due to either default address problem, or group-based communication) issue. For example: 

· Service A and B share the same destination address X, but happening at carrier I and II respectively, so UE reports X for both I and II in SidelinkUEInformation

· In BSR, via two different destination indexes for carrier I and II, UE reports data volume Z two times for destination index for carrier I and II respectively.

The network scheduler cannot differentiate between the two cases below:

· Case-A: a single service mapped to X, so that Z is for a single service, and thus network scheduler should provide resource grant on carrier I and II to carry data volume Z in total, e.g., grant on I to carry 40%*Z, and grant on II to carry 60%*Z;

· Case-B: two different service A and B mapped to X simultaneously (as stated above), but has data volume to transmit on carrier I and II respectively (i.e., carrier I is for A, carrier II is for B), and thus network scheduler should provide resource grant on carrier I and II to carry data volume Z respectively, e.g., grant on I to carry 100%*Z, and grant on II to carry 100%*Z;

Without any additional information, currently network can only handle it assuming Case-B, i.e., may cause grant waste in case of Case-A.

Observation 3 Destination address collision would cause ambiguity for network scheduling in mode-3.

Besides this, there is another problem with the size limit of destination index, currently it is limited to 4 bits, i.e., 16, to cover dimensions of service ID (defined in Rel-14), frequency carrier (defined in Rel-14 with single-carrier operation, multi-carrier operation (CA) is assumed for Rel-15), and maybe group communication as well (defined in Rel-15) afterwards. Therefore, it could be too restricted to count all these aspects, especially considering 8 carriers would consume 3 bits of the index already, and thus leave a single bit for all the other dimensions.

Observation 4 Using destination address to cover all dimensions (service ID, frequency carrier and possibly group communication) is not scalable and too restrictive.

Proposal 1 RAN2 to discuss the enhancement of destination address for network scheduling of mode-3.

3 Conclusion

Based on the discussion in section 2 we have following observations:

Observation 1
L2 destination address collision may happen due to default destination address and group-based V2x communication.
Observation 2
The impact to Rx-UE can be solved by filtering traffic at application layer.
Observation 3
Destination address collision would cause ambiguity for network scheduling in mode-3.
Observation 4
Using destination address to cover all dimensions (service ID, frequency carrier and possibly group communication) is not scalable and too restrictive.


Based on the observations, we propose:
Proposal 1
RAN2 to discuss the enhancement of destination address for network scheduling of mode-3.
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