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1	Introduction
This contribution discusses congestion control for RRC_CONNECTED in NG-RAN. First it introduces what has been done in LTE and then investigates possible improvements for NG-RAN.
2	Congestion Control in LTE
Congestion in LTE has been discussion numerous times. In Rel-12, R2-123712 highlighted the necessity of access control in RRC_CONNECTED. In Rel-13, mechanisms to handle unattended data was agreed [R2-164503], which applies to both connected and idle UEs. Beyond that, our understanding is that congestion control mechanisms do not apply to connected UEs.
Observation 1: congestion control of connected UEs is limited in LTE.
For connected UEs, when there is no data communications for a long time, UL synchronisation is lost and PUCCH resources are released [36.321] [36.331]. Upon new data arrival in uplink, contention based RACH is initiated by the UE. But since ACB only applies to idle UEs, it cannot block such RACH access, and would therefore not help reducing the RACH load, especially when burst traffic from UEs in connected mode dominate the traffic.
Observation 2: loss of UL synchronisation helps to release resources but is slow and may not be enough for congestion control.
3	Congestion Control in NG-RAN
First, to avoid congestion and free up resources for incoming (and more important) connections, it would be beneficial for the network to be able to quickly release uplink resources bound to a particular UEs. Taking the agreed LTE baseline, a simple mechanism to trigger such a release would be to push the UE out of synch.
Proposal 1: the network should be able to quickly push a UE out of synch in order to release uplink resources.
Then, once congestion occurs or is about to happen, group release of connected UEs would be beneficial (as originally discussed in R2-123712). This could be limited to some categories of UEs, or UEs having low priority traffic (for instance as identified by the QoS flow ID) and could rely e.g. on a paging message.
Proposal 2: the network should be able to quickly push connected UEs to idle or inactive mode.
The main benefit of pushing the UEs to IDLE (as opposed to simply out-of-synch or inactive) is that subsequent access would be subject to regular ACB.
4	Conclusions
This contribution has discussed congestion control in NG-RAN and has made the following proposals:
Proposal 1: the network should be able to quickly push a UE out of synch in order to release uplink resources.
Proposal 2: the network should be able to quickly push UEs to IDLE or INACTIVE mode.


3GPP TSG


-


RAN 


WG2 #100


 


R


2


-


1


7


1235


3


 


Reno


, 


USA


, 


November 27


th


 


-


 


December 1


st


 


201


7


 


R


2


-


17


11275


 


 


 


Agenda item:


 


10.4.1.8


 


Source:


 


Nokia


, 


Nokia


 


Shanghai Bell


 


Title:


 


Congestion Control 


for RRC_CON


NECTED


 


WID/SID:


 


NR_newRAT


-


Core 


-


 


Release 15


 


Document for:


 


Discussion and Decision


 


1


 


Introduction


 


This contribution discusses congestion control for RRC_CONNECTED in NG


-


RAN


.


 


First it introduces what has been 


done in LTE and then investigates possible improvements for NG


-


RAN.


 


2


 


Congestion Control in LTE


 


Congestion 


in LTE has been discussion numerous times. In Rel


-


12, 


R2


-


123712


 


highlighted the necessity of access 


control in RRC_CONNECTED. In Rel


-


13, mechanisms to handle 


unattended


 


data wa


s agreed [


R2


-


164503


]


, which 


applies to both connected and idle UEs. Beyond that, our understanding is that congestion control mechanisms do not 


apply to connected UEs.


 


Observat


ion 1


: congestion control of connected UEs is limited in LTE.


 


For connected UEs, when there is no data communications for a long time, UL synchronisation is lost and PUCCH 


resources


 


are released [


36.321


] [


36.331


]. Upon new data arrival in uplink, contention based RACH is initiated by the 


UE. But since ACB only applies to idle UEs, it cannot block such RACH access, and would the


refore not help reducing 


the RACH load, especially when burst traffic from UEs in connected mode dominate the traffic.


 


Observation 2


: loss of UL synchronisation helps to release resources but is slow and may not be enough for congestion 


control


.


 


3


 


Congestion Control in NG


-


RAN


 


First, to avoid congestion and free up resources for incoming (and more important) connections, it would be beneficial 


for the network to be able to quickly release uplink resources bound to a particular UEs. Taking the agreed 


LTE 


baseline, a simple mechanism to trigger such a release would be to push the UE out of synch.


 


Proposal 1


: the network should be able to quickly push a UE out of synch in order to release uplink resources.


 


Then, once congestion occurs or is about to happ


en, group release of connected UEs would be 


beneficial


 


(as 


originally


 


discussed in 


R2


-


123712


).


 


This could be limited to some categories of UEs, or UEs having low priority traff


ic (for 


instance as identified by the QoS flow ID) and 


could rely e.g. on 


a paging message.


 


Proposal 2


: the network should be able to quickly push 


connected 


UEs to 


idle 


or 


inactive 


mode.


 


The main benefit of pushing the UEs to IDLE (as opposed to simply out


-


of


-


synch or inactive) 


is


 


that subsequent access 


would be subject to regular ACB.


 


4


 


Conclusions


 


This contribution has discussed 


congestion


 


control in NG


-


RAN and has made the following proposals:


 


Proposal 1


: the network should be able to quickly push a UE o


ut of synch in order to release uplink resources.


 




3GPP TSG - RAN  WG2 #100   R 2 - 1 7 1235 3   Reno ,  USA ,  November 27 th   -   December 1 st   201 7   R 2 - 17 11275       Agenda item:   10.4.1.8   Source:   Nokia ,  Nokia   Shanghai Bell   Title:   Congestion Control  for RRC_CON NECTED   WID/SID:   NR_newRAT - Core  -   Release 15   Document for:   Discussion and Decision   1   Introduction   This contribution discusses congestion control for RRC_CONNECTED in NG - RAN .   First it introduces what has been  done in LTE and then investigates possible improvements for NG - RAN.   2   Congestion Control in LTE   Congestion  in LTE has been discussion numerous times. In Rel - 12,  R2 - 123712   highlighted the necessity of access  control in RRC_CONNECTED. In Rel - 13, mechanisms to handle  unattended   data wa s agreed [ R2 - 164503 ] , which  applies to both connected and idle UEs. Beyond that, our understanding is that congestion control mechanisms do not  apply to connected UEs.   Observat ion 1 : congestion control of connected UEs is limited in LTE.   For connected UEs, when there is no data communications for a long time, UL synchronisation is lost and PUCCH  resources   are released [ 36.321 ] [ 36.331 ]. Upon new data arrival in uplink, contention based RACH is initiated by the  UE. But since ACB only applies to idle UEs, it cannot block such RACH access, and would the refore not help reducing  the RACH load, especially when burst traffic from UEs in connected mode dominate the traffic.   Observation 2 : loss of UL synchronisation helps to release resources but is slow and may not be enough for congestion  control .   3   Congestion Control in NG - RAN   First, to avoid congestion and free up resources for incoming (and more important) connections, it would be beneficial  for the network to be able to quickly release uplink resources bound to a particular UEs. Taking the agreed  LTE  baseline, a simple mechanism to trigger such a release would be to push the UE out of synch.   Proposal 1 : the network should be able to quickly push a UE out of synch in order to release uplink resources.   Then, once congestion occurs or is about to happ en, group release of connected UEs would be  beneficial   (as  originally   discussed in  R2 - 123712 ).   This could be limited to some categories of UEs, or UEs having low priority traff ic (for  instance as identified by the QoS flow ID) and  could rely e.g. on  a paging message.   Proposal 2 : the network should be able to quickly push  connected  UEs to  idle  or  inactive  mode.   The main benefit of pushing the UEs to IDLE (as opposed to simply out - of - synch or inactive)  is   that subsequent access  would be subject to regular ACB.   4   Conclusions   This contribution has discussed  congestion   control in NG - RAN and has made the following proposals:   Proposal 1 : the network should be able to quickly push a UE o ut of synch in order to release uplink resources.  

