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1 Introduction

This document provides a comprehensive set of performance results comparing the system-level performance of OFDM against WCDMA within the UTRAN HSDPA framework, following the agreed simulation methodology described in ‎[1].  The performance of the current WCDMA HSDPA UTRAN design was evaluated using both a Rake receiver (the typical current WCDMA receiver) and an MMSE receiver (an advanced WCDMA receiver).

Simulation results show that the introduction of OFDM in UTRAN could allow packet call throughput gains on the order of 170% or more over WCDMA with a Rake receiver for HSDPA services under typical time-dispersive channels.  Even in the case of a nearly flat fading channel (Pedestrian A), the performance of OFDM is significantly better than that of WCDMA with a Rake receiver.
The simulation results also show that the introduction of an advanced MMSE receiver improves the performance significantly (over the Rake) for the channel models considered here (Ped A and Ped B), although OFDM typically provides a noticeably greater improvement in channels with significant time dispersion (e.g. Ped B).
Overall, these simulation results show that the introduction of OFDM in UTRAN could significantly improve the performance of HSDPA services in typical time-dispersive channels.

2 Simulation Assumptions

All simulation assumptions for the performance results presented in this document are as detailed in ‎[1].  Any specific exceptions, simplifications, and/or highlights are noted below.

Since the performance advantages of OFDM over WCDMA are more evident in multi-path dispersive channel models and these types of channels represent a more realistic implementation scenario, only the two low-velocity (3 km/h) dispersive channel models shown in Table 1 are considered here.

	Channel Model
	UE Velocity

	ITU Pedestrian A
	3 km/h

	ITU Pedestrian B
	3 km/h


Table 1:  Summary of dispersive channel model scenarios

Each active TTI was dedicated to a specific UE with 15 data units (e.g. WCDMA spreading codes) being used for that UE.  The information bit payload sizes were therefore those listed in Table 9 of ‎[1].  Only QPSK and 16QAM link modes were used.
Link mode assignment was performed by selecting the link mode with the highest payload that would yield a raw BLER (i.e. prior to HARQ retransmission) of 10% or less based on the time-delayed reported SIR data from a UE and the AWGN BLER curves from ‎[1].

Effective SIR values for use with the reference AWGN BLER curves in ‎[1] were calculated as described in Section A.4.3 of ‎[1].  The OFDM Exponential Effective SIR Mapping (EESM) was used together with the values presented in ‎[3] for OFDM evaluation.  A subset of 47 representative subcarriers (spaced at 15 subcarrier intervals) was used for estimating the OFDM SIR.
During HARQ retransmission, a random OFDM subcarrier interleaver (as described in ‎[2]) was applied to the channel frequency response before it was combined with the previously received data.  This emulated the frequency diversity that can be achieved through using the frequency interleaving/hopping approach that is also described in ‎[2].
The MMSE receiver used an equalizer of length 20 chips.

All performance statistics are “per sector” results, representing the observed sector performance in a multi-sectored/multi-celled system.

Scheduling algorithms that were evaluated for this contribution include round-robin scheduling and maximum throughput scheduling.
Each simulation run lasted for 300 seconds of simulated time.  No warm-up time was included in order to reduce the overall required computation time, although this is not expected to significantly alter the observed results.
A total of 100 simulation runs (different UE drops) was performed for each data point in the performance result graphs to ensure a good distribution of UE placements, and the results were averaged across all of the drops.

3 System-Level Performance Metrics

The system-level performance statistics presented here were selected to provide representative performance measures of the OFDM and WCDMA technologies.  All of the system-level results contained in this contribution represent the aggregate and/or average statistics for one sector within a multi-sectored/multi-celled system.  Individual user performance is not included within this contribution, but will be investigated in the future to evaluate coverage and outage conditions.

The relevant performance statistics are briefly described below, and more details can be found in ‎[1].

The average over-the-air throughput represents the achieved transmission throughput (the ratio of the amount of good data received at the UEs to the total time used for transmission).  Idle time periods when the base station is not transmitting are not included.

The average packet call throughput represents the end-to-end throughput seen by an individual user when performing a packet call (e.g. loading a web page or downloading an FTP file).  This includes the effects of TCP modelling and contention for shared transmission resources among different users.

The average residual block error rate represents the average TTI block error rate remaining after the maximum number of HARQ retransmissions has been made.  A maximum of three HARQ retransmissions (in addition to the original block transmission) were attempted for the results presented here.  Note that the actual block sizes used depend on the selected link modes, but the residual BLER metric is simply averaged across all of the attempted TTI blocks, regardless of their size.  As a result, a lower residual BLER does not necessarily imply improved overall performance, since the average TTI block size may also be smaller.  Finally, in a more detailed implementation, a Layer 2 RLP (Radio Link Protocol) retransmission scheme might be included to further reduce the overall residual TTI block error rate.

The average packet delay represents the average delay incurred by a TCP/IP packet while waiting for transmission.  Both the queuing delay and transmission/retransmission delay are included in this value.

4 System-Level Performance Summary

In this section, the system-level performance results presented in detail in Section ‎5 are summarized.  The results for the maximum throughput scheduler (i.e. the scheduler that maximizes the throughput for the given channel conditions) are presented for both the Pedestrian A and Pedestrian B channel models and for three of the traffic models: full-queue, FTP, and HTTP.  The configuration of 60 users per sector was selected to provide a fair comparison in terms of cell loading among the technologies being considered.
4.1 Full-Queue Traffic

The performance of the maximum throughput scheduler for the two pedestrian channel models is illustrated in Figure 1.  These results are presented in terms of the average over-the-air throughput, given that this is a non-bursty traffic model.
In Pedestrian A, the throughput obtained with OFDM is 1.6 times that obtained with WCDMA and a conventional Rake receiver.  Note that this channel introduces very little time dispersion (or frequency selectivity), since its 50% coherence bandwidth is in the order of the channel bandwidth (i.e. 4.4 MHz versus 5 MHz).  This means that even for nearly flat channels, OFDM could offer a significant improvement over WCDMA with a Rake receiver.  Also, for the Pedestrian B channel model, which introduces more time dispersion, the throughput obtained with OFDM is about 2.5 times that obtained with WCDMA and a Rake.

WCDMA with an MMSE receiver also manages to yield the same over-the-air throughput as OFDM in the Pedestrian A channel model.  This also represents a significant improvement over the WCDMA performance with a Rake receiver (1.6 times), although it is important to note that Pedestrian A introduces very little time dispersion.  For a channel with non-negligible time dispersion such as Pedestrian B, the MMSE receiver offers a smaller improvement over the Rake receiver (2.1 times the over-the-air throughput) than does OFDM, with the cost of additional receiver complexity for the equalizer.
In both the Pedestrian A and Pedestrian B channels, it should be noted that OFDM operates near the theoretical capacity of the system.  The theoretical capacity can be obtained by considering the highest link mode (16QAM, rate 4/5), and multiplying its data payload size (23041 bits) by the number of TTIs in one second (500).  This yields a theoretical upper capacity of 11.52 Mbps (assuming no HARQ retransmissions are required), which is approximately what OFDM offers for both pedestrian channel models.  This implies that the maximum throughput user is almost always able to use the highest link mode, and it may therefore be possible to further increase OFDM capacity by introducing additional link modes (e.g. with 64QAM modulation).
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Figure 1:  Average over-the-air throughput for the full-queue traffic model (maximum throughput scheduling with 60 users per sector)
4.2 FTP Traffic

Figure 2 shows the performance of the maximum throughput scheduler for the two pedestrian channel models when the FTP traffic model is used.  These results are presented in terms of the packet call throughput, since this performance metric corresponds to a direct measure of the end-user experience for FTP traffic.
The results obtained for the FTP traffic model lead to essential the same conclusions as those stated in the previous section for the full-queue traffic model.  These conclusions can be summarized as follows.

· OFDM yields FTP packet call throughput improvements of 2.7 times and 4.1 times over WCDMA with a Rake receiver for Ped A and Ped B, respectively.

· WCDMA with an MMSE receiver yields almost as good an improvement as OFDM for the FTP packet call throughput over WCDMA with a Rake receiver (2.6 times) for the Ped A channel, but a lower improvement (2.6 times) for the Ped B channel.
· OFDM provides a significantly greater FTP packet call throughput improvement in channels that introduce more time dispersion (or frequency selectivity) such as Ped B (which yields an additional 150% increase in packet call throughput here).
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Figure 2:  Average packet call throughput for the FTP traffic model (maximum throughput scheduling with 60 users per sector)
4.3 HTTP Traffic

Figure 3 illustrates the performance of the maximum throughput scheduler for the pedestrian channel models when HTTP traffic is evaluated.  These results are presented in terms of the average packet delay, since this metric corresponds to a direct measure of the end-user experience for this traffic model.  Note that a lower packet delay indicates a better level of performance (as compared to throughput measurements, where higher values correspond to better performance).
Again, the results obtained for the HTTP traffic model show essentially the same trends as those noted for the full-queue and FTP traffic models.  The main conclusions can be summarized as follows.

· OFDM leads to a reduction of the average HTTP packet delay by 30% and 50% over WCDMA with a Rake receiver for Ped A and Ped B, respectively.

· WCDMA with an MMSE receiver yields a similar reduction in the average HTTP packet delay (35%) as OFDM (when compared to WCDMA with a Rake) for the nearly-flat Ped A channel, but yields a smaller 40% reduction for the more dispersive Ped B channel.
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Figure 3:  Average packet delay for the HTTP traffic model (maximum throughput scheduling with 60 users per sector)
5 System-Level Performance Results

5.1 Full-Queue Performance Results

Figure 4 through Figure 7 show the system-level performance results for both channel models when the full-queue traffic model is used as a traffic source.  The packet delay for full-queue traffic packets is fixed to zero (since the concept of queuing delay for packets in an infinitely long queue is of little value), so this performance metric has been omitted for the full-queue traffic model.  The average packet call throughput for the full-queue traffic model is a direct function of the average over-the-air throughput (here, the average packet call throughput is equal to the average over-the-air throughput divided by the number of users), so this performance metric has also been omitted here.  Note that the same vertical scale has been used in all four sets of graphs to allow for easy comparison.
With round-robin scheduling, the number of users per sector does not appear to have much effect on the over-the-air throughput, while the residual BLER also reaches a “steady-state” value at around 40 users per sector.  For max C/I scheduling, there is some improvement in the over-the-air throughput with an increased number of users per sector, but eventually a “plateau” value is reached.  This is as expected – when the number of users is increased, the highest overall SIR among all of those users would be expected to also increase and thus allow the use of higher link modes with larger data payload sizes.  Round-robin scheduling yields lower over-the-air throughputs since all users are allocated equal transmission resources (in terms of number of TTIs), but users with poorer channel conditions will be forced to use lower link modes and will therefore not be able to transmit as much data.  Both OFDM and WCDMA with an MMSE receiver are able to achieve the previously calculated theoretical maximum attainable throughput in the Ped A channel with max C/I scheduling, but only OFDM is able to achieve the same feat in the Ped B channel.  Note that in almost all of the test cases, the residual BLER is very low.  It is in fact zero when max C/I scheduling and in the neighbourhood of 0.2% or less for most of the data points corresponding to round-robin scheduling.
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Figure 4:  System-level performance results for full-queue traffic in Pedestrian A at 3 km/h with maximum throughput scheduling
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Figure 5:  System-level performance results for full-queue traffic in Pedestrian A at 3 km/h with round robin scheduling
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Figure 6:  System-level performance results for full-queue traffic in Pedestrian B at 3 km/h with maximum throughput scheduling
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Figure 7:  System-level performance results for full-queue traffic in Pedestrian B at 3 km/h with round robin scheduling
5.2 Simplified Bursty Performance Results

Figure 8 through Figure 11 show the system-level performance results for both pedestrian channel models when the simplified bursty traffic model is used as a traffic source.

Due to this traffic model having a bursty nature, there is less difference between the max C/I and round-robin scheduling results for the same channel model.  When bursty traffic is present, there may only be a few users who actually have data to transmit, even if the number of users per sector is large.  Consequently, the max C/I scheduler may only have a few users to choose between, and the scheduling selection result would become closer to that obtained from round-robin.

Once again, OFDM and WCDMA with an MMSE receiver have generally similar performances for the nearly-flat Ped A channel, but OFDM offers improved performance in the more dispersive Ped B channel.  Note that WCDMA with a Rake receiver appears, in some cases, to provide better residual BLER performance than OFDM or the MMSE receiver.  However, it must be remembered that the Rake receiver is likely using lower link modes with smaller block sizes (as can be inferred from the lower throughput values), and therefore may have a higher probability of successfully transmitting its blocks since a lower HARQ combined SIR value would be required.
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[image: image13.emf]Simplified Bursty Traffic -- Ped A @ 3 km/h -- Average Packet Call Throughput
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[image: image15.emf]Simplified Bursty Traffic -- Ped A @ 3 km/h -- Average Packet Delay
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Figure 8:  System-level performance results for simplified bursty traffic in Pedestrian A at 3 km/h with maximum throughput scheduling
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[image: image19.emf]Simplified Bursty Traffic -- Ped A @ 3 km/h -- Average Packet Delay
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Figure 9:  System-level performance results for simplified bursty traffic in Pedestrian A at 3 km/h with round robin scheduling
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[image: image23.emf]Simplified Bursty Traffic -- Ped B @ 3 km/h -- Average Packet Delay
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Figure 10:  System-level performance results for simplified bursty traffic in Pedestrian B at 3 km/h with maximum throughput scheduling
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Figure 11:  System-level performance results for simplified bursty traffic in Pedestrian B at 3 km/h with round robin scheduling
5.3 FTP Performance Results

Figure 12 through Figure 15 show the system-level performance results for both pedestrian channel models when the FTP traffic model is used as a traffic source.

Again, WCDMA with an MMSE receiver is able to provide essentially equivalent service to OFDM for the nearly-flat Ped A channel, but OFDM provides superior performance for the dispersive Ped B channel.  In fact, OFDM appears to provide essentially the same level of performance in both the Ped A and Ped B channels, while WCDMA (with both receiver options) offers reduced performance in Ped B as compared to Ped A.
Note that the residual BLER is typically lower in Ped B than in Ped A, for all receiver types.  This is likely due to a combination of two factors.  Firstly, lower link modes may be used in Ped B (especially for WCDMA), so there may be a higher probability, on average, of successfully receiving these smaller TTI blocks after HARQ combining since a lower SIR is required for success.  Secondly, Ped A has one dominant path – therefore, there is a greater likelihood of a user being trapped within a deep fade if that dominant path goes into a fade.  Ped B is a more dispersive channel, but there is also less likelihood that all of its multi-path components will simultaneously go into deep fades.
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Figure 12:  System-level performance results for FTP traffic in Pedestrian A at 3 km/h with maximum throughput scheduling
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Figure 13:  System-level performance results for FTP traffic in Pedestrian A at 3 km/h with round robin scheduling
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Figure 14:  System-level performance results for FTP traffic in Pedestrian B at 3 km/h with maximum throughput scheduling
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Figure 15:  System-level performance results for FTP traffic in Pedestrian B at 3 km/h with round robin scheduling
5.4 HTTP Performance Results

Figure 16 through Figure 19 show the system-level performance results for both pedestrian channel models when the HTTP traffic model is used as a traffic source.

HTTP is a very bursty traffic model with a significant amount of idle (reading) time.  This can be seen from the performance graphs where the values of many of the performance metrics remain almost constant across the full range of users per sector.  This implies that the capacity of the cell has not been exceeded for this traffic model, as it would be possible to add even more HTTP users without significantly impacting the performance of other users who are already present.

As noted for the previous traffic models, OFDM and WCDMA with an MMSE receiver offer similar performance for the Ped A channel (with OFDM managing to provide a lower residual block error rate), while OFDM performance in the Ped B channel is improved from that available from the two WCDMA receivers.
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Figure 16:  System-level performance results for HTTP traffic in Pedestrian A at 3 km/h with maximum throughput scheduling
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Figure 17:  System-level performance results for HTTP traffic in Pedestrian A at 3 km/h with round robin scheduling
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Figure 18:  System-level performance results for HTTP traffic in Pedestrian B at 3 km/h with maximum throughput scheduling
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Figure 19:  System-level performance results for HTTP traffic in Pedestrian B at 3 km/h with round robin scheduling
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