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1 Introduction

The proposed technique and simulation results in current contribution solves the mentioned fundamental problems described in [3-6] and overcome the shortcomings of proposed techniques in TR25.896, by providing UEs with the information about the buffer status of other UEs as a metric called Comparative Metric (CM). It creates the possibility of having a deterministic congestion oriented time scheduling which is described in details in [4]. It effectively utilises also avoids switching off the Node B controlled uplink scheduling in SHO regions. The application of CM metric to SHO region is described in [5]. The following highlights the advantages of employing CM metric: 

· By knowing the other UEs buffer status, UE makes a better decision and avoids more congestion for other UEs. The result is a cooperative approach among UEs which will lead to simultaneous improvements in terms of throughput, delay and fairness. 

· Each UE is aware of possible critical situation of UEs which are already having full buffer and critical conditions. By selecting the proper TFC in the UE allowed TFC subset, UE allows those UEs with full buffer to empty their buffers and suffer less delay and fewer packets dropping rate. This is vital for real-time conversational services. Therefore congestion control is being performed in both UE level, within its restricted TFC selection range, and Node B level.

· Employing CM values [3-6], not only gives the UEs capability to know how well is doing comparing to other UEs, in terms of buffer occupancy, it also gives the UE unique capability to classify controlling Node Bs in terms of congestion of data and competition UE will face if considers  any Node B. Consequently UE can disregard the scheduling assignments issued by highly crowded and congested Node Bs and rely on less congested Node Bs instead.

· UE can build a metric history of serving Node Bs, thus allowing the UE to determine which Node B is having more UEs with full buffers. This can influence the qualification of scheduling assignments in UE. UE can send one bit request for the removal of Node-B with poor CM history from its active set. If granted by network, UE start to migrate to Node-Bs with less data congestion. The result is:

1. Less congestion for heavily loaded Node Bs.

2. Reduction in downlink signalling due to reduction of congestion.

3. Better and balanced traffic load conditions.
4. Better and more uniform distribution of UEs among controlling Node-B resulting in better link balance and interference scenario.   
· CM values allow deterministic time scheduling rather than making decisions on a random basis as proposed in 7.1.4 of TR 25.896. This will avoid possible long delays for real-time conversational services.  

2 Non-SHO Case, Outline of Strategy, An Example 

Following example explains the advantages of current algorithm. In Figure 2, a situation is shown in which four source UEs A, B, C and D try to reach their corresponding destination UEs A, B, C and D through Node-B. 
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Figure 1 Optimised Interaction between Upink Packet Scheduling Entities: Comparative Metric (CM) Based Uplink Scheduler

It is assumed that all the UEs experience similar radio channel conditions and SINR ratios. They support streaming real-time service with similar delay tolerance. It is also assumed that C1 is the CM value related to distance from average and CM2 is the CM value related to distance from minimum ratio. It can be seen that UE A has received CM1=49 which means the amount of data in its buffer is well above the average amount of ratios of all UEs. It also receives a CM2=75 meaning that it is far away from UE with minimum buffer data. Looking at its buffer this source UE realizes that its packet data buffer is almost full and it needs to transmit faster to empty its buffer to come down to reach average data levels. Among other UEs, UE D has received poorest CM values. These UEs will have the slowest transmission rate because it assumes that is has already transmitted successful enough and currently not enough data has for transmission. Therefore its buffer will be started to grow to reach average level. Current proposed technique introduces controllable fairness to uplink packet scheduling. When a UE receives a high CM from minimum and is well above average it knows that it has a high amount of data in its UE buffer which has to be delivered. This UE will switch to higher MCS levels within the subset of assigned TCFs. 
3 SHO Region, Outline of Strategy 

The proposed CM-based handoff is shown in Figure 1 where source UE A is trying to evaluate two available choices to reach destination UE A and delivers its packets to this destination UE A. It is assumed that Node-B1 can serve source UEs A, B, C, D. Source UEs A, E, F, G can be served by Node-B2. It is assumed that UE A experiences similar radio channel conditions and SINR ratios from both Node-B1 and Node-B2. It can be seen that for current TTI or uplink scheduling event source UE A has 85% of its data buffer full. This value is 20% for UE B, 30% for UE C and 10% for UE D. For Node-B2 these values are 90% for UEs E, F and G. It is also assumed that CMi1 represents the comparative metric related to distance from average and CMi2 is the comparative metric value related to distance from minimum ratio, received from Node-Bi. It can be seen that UE A has received C11=0.49 which means the amount of data in its buffer is well above the average amount of ratios of all UEs served by Node-B1. 
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Figure 2 Optimised Interaction between Upink Packet Scheduling Entities: Efficient Selection of best Scheduling Assignment based on Comparative Metric in Soft Handoff Region 

It also receives a CM12=0.75 meaning that it is far away from UE from minimum buffer data of UEs served by Node-B1. At the same time it has received values CM21= -0.0375 and CM22=0 from Node-B2. By looking at these two values, source UE A realises that with almost a full buffer data of 85% full, it has the minimum buffer length among all the source UEs served by Node-B2. Which of course it is below the average buffer length of source UEs served by Node-B2. Source UE A conclude that if it relies on scheduling assignment issued by Node-B2, since it faces fierce competition from source UEs E, F and G which already has full buffers, it will have lower transmission rates. This means also by relying on scheduling assignment issued by Node-B2, source UE A will experience less efficiency than when it relies on Node-B1 scheduling assignment, which offers less congestion and less competition at uplink. 
UE also creates a buffer and history of received CM values received from multiple Node-Bs and therefore can establish a CM history for each Node-B in active set.  
4 Initial Evaluations: Simulation Results

In the uplink, performance of current proposed technique is compared to Aloha-like uplink scheduling. Under aloha-Like uplink scheduling, it is assumed that UE can transmit whenever it has data available for transmission. 
It is assumed that mixed services of real-time continuous video and WWW non-streaming packet downloads are being offered. The delay tolerance and QoS are described in [9-11]. 
Table 1 Traffic parameters (downlink)

	WWW

Browsing
	Packet call size
	Pareto distribution with cut-off
( =1.1,  k=4.5kbytes, 
m=2 Mbytes (average 25 kbytes)

	
	Reading Time
	Geometric Distribution
(Average 5 sec)

	
	IP packet size
	1500 bytes

	
	IP Packets per packet call
	Packet Call size / IP packet size

	
	Packet inter-arrival time
	Geometric distribution
(Average 6msec)

	Video Streaming
Model
	7.5 frames/sec

32 kbps

3GPP H.263 Video Encoded Video (see [12])


The uplink-downlink performance has been evaluated.  A summery of traffic and simulation parameters for our developed test-bed is shown in Table 1 and Table 2. 
Table 2 Simulation parameters (downlink)

	Inter Cell Site Distance
	6km

	Number of sectors per cell
	3

	Sector Antenna Radiation Pattern
	Ref: ETSI UMTS 
TR 101.112

	HS-DSCH
	Transmission time interval
	2mS

	
	Spreading Factor
	16

	
	Number of Multicodes
	10

	CPICH
	Spreading factor
	256

	Hybrid ARQ scheme
	Chase Combining

	ACK/NACK detection error rate (at Node-B)
	Error free

	ACK/NACK feedback delay
	3 TTI

	Path Loss factor
	3.76

	MCS (Modulation and coding ratio)
	QPSK (r=½, ¾)

16QAM (r=½, ¾)

64QAM (r= ¾)

	Coding
	Turbo code

	Decoder
	Itterative

	MCS update interval
	1 TTI

	CQI averaging period
	1 TTI

	CQI reporting delay
	3 TTI

	CQI detection error rate (at Node-B)
	Error Free

	Slow fading (shadowing)
	Standard Deviation
	8dB

	
	Correlation
	Between Sectors
	1.0

	
	
	Between Cell Sites
	0.5

	
	Decorrelation Distance
	50m

	Multi-path Channel Model
	6path Vehicular A

	Doppler frequency
	6.7 Hz

	UE average moving speed
	3.6km/hr

	Carrier Frequency
	2GHz

	Rx Antenna Branches at UE
	1

	Tx Diversity at Node-B
	1

	Mobility Model
	ETSI TR 101.112

	User distribution in cell area
	Uniform random


In downlink, it is assumed that a Node-B employing HSDPA scheme using packet scheduling techniques such as PF or MPQS [7-8]. A video traffic model based on H.263 video coding [12] is applied. The model concentrates on the traffic characteristics related to video encoding and RTP (Real Time Protocol) packet transport. A modified ETSI WWW browsing model is employed. The simulation system model is depicted in Figure 3.
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Figure 3 Realization of an All-IP wireless multimedia system employing uplink scheduling and HSDPA system for downlink
For uplink near-perfect interference cancellation is considered so that the input packet data send sequences by source UEs can be separated without introducing any packet dropping. Adjacent cell at downlink interference is the result of transmissions from the adjacent Node-Bs. It is assumed that UE is capable of fine tuning its transmission rates (i.e. selecting the best TFC within the assigned TFC subset.)  

Table 3 compares final performance figures. 

Table 3 Performance compassion 

	Scheduling 

Type
	Uplink Scheduling (Aloha-Like) without CM metric 
	Uplink scheduling 

with CM Metric (Latency to destination) 
	Uplink scheduling 

with CM Metrics (Latency to destination

and other UE’s buffer occupancy)

	95 Percentile Delay (Video)
	0.21 sec
	0.12 sec
	0.06 sec

	Mean Delay (Video)
	0.034
	0.024
	0.0159

	Satisfied QoS Conditions (non-streaming)
Delay tolerance 1.5 sec
	0.6134
	0.6669
	0.7042

	Satisfied QoS Conditions (Video)
Delay tolerance 100 ms
	0.93
	0.95
	0.9751



It can be seen, in Table 3, that different aspects involved in a successful QoS provisioning are improved simultaneously by applying proposed CM-Metric based uplink scheduling mechanisms at uplink. Perhaps the most significant achievement is improvement of 95 percentile delays for real-time video services which is reduced by half. This is vital for UEs and handsets which support conversational continuous real-time services such as video or voice. 
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(a)  Without CM-based metric                                     (b) With CM-based metric
Figure 4 Compassion of buffer load for UE, Real-Time Video Streaming
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Figure 5 Compassion of buffer load for UE, Non-Streaming
In uplink side, the real-time variation of average buffer load of source UEs for video and non-streaming sessions, are monitored and shown in real time in Figures 4 and 5, for entire simulation period of 15000 TTIs or 30 sec.    It can be seen that the UE buffer filling is reduced significantly leading to significant reductions in delay in uplink.
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Figure 6 Compares delivered video bit rate with and without knowledge of buffer occupancy of other UEs 
Finally, Figure 6 compares delivered video bit rate with and without knowledge of buffer occupancy of other UEs, versus normalised distance from Node-B.  
5 Conclusions

By providing UEs with the information about the buffer status of other UEs, it is possible to realise virtual centralised uplink packet scheduler. Two major advantage of the proposed strategy can be explained as:
1. Provides controllable fairness and QoS control to uplink packet scheduling. When a UE receives a high distance (Comparative Metric) from minimum and is well above average, it knows that it has a high amount of data in its UE buffer which has to be delivered. This UE will switch to higher MCS levels. Other UEs that are already well below average (the data in the UE buffer is well below average length) and with low distance from minimum will slow down. The result is a balance between UE buffer length: UEs With high amount of data waiting to transmit will have the chance to catch up with other source UEs and empty its buffer to a lower level close to average. UEs with high minimum and average credit will have their buffer length increased to near average level. The result is a balance between the existing loads in the UE buffers and fairness for packet delivery process at uplink.
2. By localizing the knowledge of congestion it reduces the number of transmission to higher radio layers (e.g it reduces the number of transmissions attempts and consulting events between Node-B and RNC).              
The Enhanced UL DCH should permit use of such advanced packet scheduling strategies to enable provision of better QoS control and fairness as well as for example capacity and spectral efficiency.  Therefore addition of appropriate L1 signaling to support the transfer of scheduling credit value from Node B to UE is proposed. Consequently, suitable text proposal for inclusion in TR 25.896v1.0.0 is attached in Annex A for approval.    
6 References

[1] RP-020658, “Uplink Enhancements for Dedicated Transport Channels”, Ericsson, Motorola, Nokia, AT&T Wireless Services
[2] TR25.896, “Feasibility studies for enhanced uplink for UTRA FDD”
[3] R1-031117, “Revised text proposal for Credit based enhanced uplink scheduling”, Fujitsu 
[4] R1-031094, “Packet Scheduling for Enhanced UL DCH”, Fujitsu 
[5] R1-031095, “Virtually Centralized Uplink Packet Scheduling for Enhanced UL DCH”, Fujitsu

[6] R1-031204, “Enhanced Selection of Scheduling Assignment in Soft Handoff Region based on a Comparative Metric”, Fujitsu
[7] S. Abedi, “Improved Stability of QoS Provisioning for 3G Systems and beyond: Optimum and Automatic Strategy Selection for Packet Schedulers”, Accepted for the ICC2004 Paris, To appear in conference proceedings.
[8] S. Abedi, S. Vadgama “Dynamic Multidimensional QoS-Based Packet Scheduling for Mixed Services in Wireless Multimedia Communications”, WPMC’03, Yokosuka, Kanagawa. 
[9] ARIB TR-T63-22.105, C3.10.0, “Services and Service Capabilities”, October 2001.
[10] 3GPP TS 23.107, v5.1.0 “QoS Concept and Architecture” (Release 5), June 2001.
[11] 3GPP TS 25.331, “Radio Resource Control (RRC); Protocol Specification”). 
[12] H. Nyberg, C. Johansson, B. Olin, “A Streaming Video Traffic Model for the Mobile Access Network”, VTC 2001 Fall, IEEE VTS 54th, Vol. 1, pp. 423 –427.









PAGE  
6

_1136294755.ppt


Video RTP Packets

HSDPA

Application Destination

UE Buffer 

Packet Calls 

Source UE

at uplink

selects

the transmission

rate within

the TFC Subset

Node-B 

Perfect

Interference

Suppression 

At Node-B

Source UE

at uplink

selects

the transmission

rate within

the TFC Subset


















































































































































































































































































_1136382718.ppt


Transmission Time in TTI (Number)

Source UE (Video) Avg. Buffer Occupancy (Octets)





160

140
120
100

o8pIA ‘(41BusT) Kouednaa seyng 3n samog

15000

10000

5000

Transmission Time (TT)







_1136382762.ppt


Transmission Time in TTI (Number)

Source UE (Non-Streaming ) Avg.  Buffer Occupancy (Octets)





10

(] 5000 10000 15000







_1136382774.ppt


Transmission Time in TTI (Number)

Source UE (Non-Streaming ) Avg. Buffer Occupancy (Octets)





10

0 5000 10000 15000







_1136382747.ppt


Transmission Time in TTI (Number)

Source UE (Video) Buffer Occupancy (Octets)

Source UE (Video) Avg. Buffer Occupancy (Octets)





160

140

120

100

il

60

0

Eil

0 5000 10000 15000







_1136382303.ppt




Destination 

UE A

Candidate

Node-B 2

CM21= -0.0375 , CM22=0 

Good Radio Channel

Candidate

Node-B 1



Source UE A 

buffer is

85% full



Source UE D

buffer is

10% full



Source UE C

buffer is

30% full



Source UE B

buffer is

20% full



Source UE G

buffer is

90% full



Source UE E

buffer is

90% full



Source UE F 

buffer is

90% full

CM11=0.49 , CM12=0.75

Good Radio Channel






































































































































































































































































































































































































































































































_1136381905.ppt


Normalised Distance from Node-B

Delivered Video Bit rate 





E3

o o
- o
0
o
* o
b *
O With availabiltiy of bufler status of other UES to any UE
S Without availabilty of buffer status of other UEs
B — —

03 04 05 06 07 08 09







_1136292750.ppt




Base station

Source UEs

Destination UEs



Source UE A 

buffer is

85% full



Source UE B

buffer is

20% full



Source UE C

buffer is

30% full



Source UE D

buffer is

10% full



Destination UE A



Destination UE B



Destination UE C



Destination UE D

CM1=49

CM2=75

CM1= -16

CM2= 10

CM1= - 6

CM2= 20

CM1= -26

CM2= 0


































































































































































































































































