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1. Introduction 
Currently, a shorter TTI is proposed as one of enhancement item of uplink DCH [1]. In previous contributions [2] and [3], the benefits of shorter TTI are investigated especially in terms of reduction in packet call transmission delay. As a result of discussion, RAN1 sent an LS [4] seeking a reasonable assumption on UTRAN delay which plays important role in the overall packet call transmission delay. 
On the other hand, R99 DCH also supports TTI with multiples of 10ms and variable uplink rate. Therefore a similar argument of the impact of TTI and maximum uplink rate can be also applied to R99 DCH. In this contribution, we examine the performance of R99 DCH which can be used as a reference material for further discussion. The following are parameters of interest examined in this contribution: 
· Maximum uplink rate; 384kbps, 256kbps, 128kbps, 64 kbps

· TTI; 10ms, 20ms, 40ms

· Core Network delay; 50ms, 100ms, 200ms
2. Comparison of Reference R99 384kbps Simulation Results [2]
In this section, the system simulation results presented in [2] are compared with our simulation results. Detail simulation assumptions and parameters can be seen in the table at the end of contribution. Figure 1 shows a comparison of the packet call transmission delay between our simulation results and [2] in the case of 10ms TTI and 384kbps. Four test cases are used as a combination of low/high CN delay (0ms/50ms) and low/high BLER (1%/10%). 
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Figure 1: Comparison of Average Packet Call Delay 

For all test cases, the packet call delay of [2] seems higher than our simulation results, i.e. difference is approximately 200 ms at smallest and 600 ms at largest. In the case of low internet delay and low RLC BLER, the difference between results is comparably small while it becomes somewhat significant at higher CN delay and higher RLC BLER. In order to resolve this difference, list of simulation parameters and modelling needed to be clarified and compared.

· Upper layer: 
Figure 1 shows somewhat larger difference for the cases of high CN delay. This may imply some differences in TCP layer parameters & modelling used in both simulations. Since TCP retransmission or congestion control is fairly slow process, it would possibly impact over all packet call delay performance more than physical layer TTI.

· Iub delay:
In our simulation, 10ms Iub delay is assumed where whereas [2] assumed 3ms Iub delay which is even smaller than minimum Iub capability of 10ms TTI. Although Iub delay is one of key parameter in upper layer retransmission delay, this parameter may not be the key parameter for reducing the difference shown in the figure above.

· Downlink: 
In our simulation, DCH is used for downlink transport channel whereas HS-DSCH is employed in [2]. Use of 2ms downlink TTI would benefit shorter TTI than longer TTI. However this parameter may not be the key parameter for reducing the difference shown in the figure above.

· Application layer:
Truncated log-normal packet distribution is assumed in [2] with max 25 Kbytes, median 5 Kbytes, average 17.2 Kbytes. In this contribution, our parameters are max 2Mbytes, median 8.2 Kbytes, average 23 Kbytes. Since [2] assumes smaller packet call distribution, the average value can be more dependent on smaller packet call size, hence more favourable to shorter TTI case. Nevertheless this parameter may not be the key parameter for reducing the difference shown in the figure above.

3. Impact of TTI and Maximum Rate (R99 case)
In this section, several combinations of uplink TTI and max rate are selected and its performance in terms of packet call throughput is compared. TTI of interest are chosen as 10ms, 20ms and 40ms while 384kbps, 256kbps, 128kbps and 64kbps are considered as the uplink rate of interest. The uplink BLER of 1% is assumed, i.e. ideal outer loop control. Then the unrealistic Iub delay of 10ms is considered in order to investigate an ultimate upper performance bound of R99 DCH.
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Figure 2: Packet Call Throughput @ various TTI and Rate
(BLER = 0.01, Iub delay = 10ms, CN delay 0ms)
From the results shown in Figure 2, the gain of shorter TTI in case of R99 can be seen as significant (22% improvement of packet call throughput) at higher rate of 384kbps due to shorter RLC layer retransmission delay. However it has a little impact in the cases of 64kbps because of the longer physical layer transmission time. To be more specific on the improvement,
 
· 384kbps : difference between 10ms and 40ms = 22 % improvement
· 256kbps : difference between 10ms and 40ms = 14 % improvement  
· 128kbps : difference between 10ms and 40ms = 6 % improvement
· 64kbps : 
difference between 10ms and 40ms = 3 % improvement
It is quantified that the ultimate upper throughput gain of 10ms over 40ms is 22% with unrealistic assumptions of Iub delay and CN delay. 
4. Impact of CN delay (R99 case)
In this section, several cases of CN delay are selected and the corresponding performances of 10ms with 384kbps and 40ms with 384kbps are compared. CN delays of interest are 50ms, 100ms and 200ms which is unidirectional delay, i.e. RTT = 2 * delay. Other simulation parameters are similar to the case of Figure 1. These possibly optimistic values such as 50ms are chosen in order to investigate ultimate upper bound of R99 DCH.
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Figure 3: Packet Call Throughput @ various CN delay 
(BLER = 0.01, Iub delay = 10ms)
From the results shown above Figure 3, it is confirmed that the CN delay has a serious impact on packet call throughput for both 10ms and 40ms TTI cases. One reason of this reduction is the increase of packet call transmission time for the case of small sized packet calls (e.g. the application layer parameter used in this simulation produces 60-70% percentage of packet call whose size is smaller than 10kbits).
· From 50ms to 100ms CN delay increase, 10ms/40ms with 384kbps throughput is reduced by 15%/13% respectively. 

· Compared to Figure 2, the average 10ms TTI with 384kbps packet call throughput in case of 0ms CN delay was over 300 kbps while it is reduced to 250 kbps with even very small CN delay of 50ms. 
· The gains of shorter TTI at 50ms and 200ms CN delay are 16% and 10% in improvement of packet call throughput respectively. This is due to the fact that the gain of shorter RLC retransmission delay by shorter TTI has smaller impact on overall packet call transmission delay in the case of high CN delay.

· In [3], it is mentioned that 150ms round trip Iub delay is realistic in current UTRAN network. Assuming so, the CN delay case of 50ms with Iub delay of 10ms, i.e. RTT = 2x60ms, may be the realistic case in some vendor’s network. In this case, the realistic gain of 10ms over 40ms seems to be 16% in R99 DCH case. 
5. Conclusion
In this contribution, we examined the issue of shorter TTI and maximum uplink in the case of R99 DCH. From the simulation results, it is shown that:
· Simulation results presented in this contribution has somewhat large difference (200ms at smallest and 600ms at largest) comparing to ones in [2]. We suggested a list of simulation parameters to be aligned to make a comparison if needed.

· It is quantified that, in R99 DCH case, the throughput gain of 10ms TTI over 40ms TTI is shown to be over 20% for the case of 384kbps with small Iub delay and no internet delay.

· For the case of high internet delay of 200ms, the throughput gain of 10ms TTI over 40ms TTI is reduced to 10%.
If RAN1 feels that some of results (perhaps Figure 2 and/or 3) presented in this contribution is useful to be included in TR, a text proposal can be prepared for next February meeting.
6. Simulation Assumptions

	Parameter
	Value
	Comment

	TCP traffic model
	Similar to model defined in TR. (max 2000 Kbytes, median 8.5 Kbytes, average 25 Kbytes). MTU 1500 bytes,
	

	RLC configuration
	PDU size : 320bits
status report prohibit timer: RLC RTT
poll timer: RLC RTT + 2*TTI
	

	DCH uplink
	TTI = n*10 ms
BLER = 1% or 10%
	

	DCH downlink
	DCH with TTI = 10ms
BLER = 1%
	

	Uu delay, uplink
	UL TTI
	

	Iub and RNC delay
	10ms
	

	CN Delay
	0ms, 50ms, 100ms, 200ms
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