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1 Introduction
Among the performance metrics defined in the TR for HSDPA evaluation, OTA, Service and average packet call throughputs (averaged across all users’ packet calls) are metrics that do not directly represent user QoS or fairness. This is especially true when a max C/I scheduler is used for comparison because a max C/I scheduler gives an undue proportion of the scheduling time to users at very good geometries. The user packet call throughput cdf, however, is a measure of quality of service as it represents the fraction of users that will experience a packet call throughput value smaller than the abscissa. The performance of schemes being compared may seem close when the average metrics are used, but the schemes may not be providing the same QoS. It is therefore important to consider the packet call throughput cdfs when schemes are compared. System capacity definition for HSDPA should be based on achieving a certain minimum QoS for the users (e.g. the fraction of users with average packet call throughput less than x Kbps should be less than or equal to y% at system capacity). Therefore, it is of relevance to compare system performance using the packet call throughput cdf as a measure of QoS and use the cdfs to determine the capacity improvement of one scheme over another in terms of the percentage increase in the number of UEs for the same QoS. For the purpose of illustration, this document provides some examples that compare Chase combining with adaptive, asynchronous incremental redundancy (A2IR) in this manner and adds to the results provided in [2]. 

2 Simulation Assumptions

The simulation assumptions for comparing the results for Chase combining, non-adaptive IR and A2IR are as in [2]. For convenience, we repeat some of the simulation assumptions in this section. The data rates used for the simulation are as in Table 1 below. All the schemes use variable TTI for transmission as shown in Table 1.

Table 1 Data rates

	TTI

[slots]
	Data rate [Kb/s]

(Modulation, Coding Rate)

	
	7680 bits code block
	5120 bits code block
	3840 bits code block
	2560 bits code block
	1280 bits code block

	15
	768

(QPSK, 0.16)
	512

(QPSK, 0.106)
	384

(QPSK, 0.08)
	256

(QPSK, 0.053)
	128

(QPSK, 0.027)

	5
	2304

(QPSK, 0.48)
	1536

(QPSK, 0.32)
	1152

(QPSK, 0.24)
	768

(QPSK, 0.16)
	384

(QPSK, 0.08)

	3
	3840

(QPSK, 0.8)
	2560

(QPSK, 0.53)
	1920

(QPSK, 0.4)
	1280

(QPSK, 0.27)
	640

(QPSK, 0.13)

	2
	5760

(8PSK, 0.8)
	3840

(QPSK, 0.8)
	2880

(8PSK, 0.4)
	1920

(QPSK, 0.4)
	960

(QPSK, 0.2)

	1
	11520

(64QAM, 0.8)
	7680

(16QAM, 0.8)
	5760

(8PSK, 0.8)
	3840

(QPSK, 0.8)
	1920

(QPSK, 0.4)


The throughput metrics used viz. Over-The-Air (OTA) Throughput, Service Throughput and Packet Call Throughput are as defined in the TR (see [1]). In addition, the cumulative distribution function (CDF) of the UE packet call throughput is also provided as a measure of quality of service.

As used in [1], the following assumptions are made (other assumptions from TR are listed in the Appendix of this document). 

· 30% power used by overhead channels

· Single path Raleigh fading with 3km/hr and 30 km/hr speeds.

· Fractional Recovered Power (FRP) is 0.98

The following additional assumptions are made in obtaining the simulation results:

· No limit on maximum number of retries.

· Fast cell selection is not considered.

· Results do not count padding into the throughput (i.e. only information bits count towards throughput).

· Channel quality measurement and ACK/NACK feedback are error-free.

· The channel quality feedback delay is assumed to be 6 slots and the ACK/NACK delay is assumed to be 3 slots.

· Maximum C/I scheduler is used for all the schemes.

· Neighbour cells are assumed to be transmitting at full power and statistics are collected in the canter cell.

· A 0.0dB aggressiveness is chosen for Adaptive IR retransmissions 

Any additional assumptions made are provided in the relevant sections as needed.

3 CDFs of Packet Call Throughput: Chase combining vs A2IR

3.1 Performance at 3.0 Km/h

The packet call throughput cdfs when using Chase combining and A2IR at 3.0 Km/h are shown in Figure 1 and Figure 2 below. The packet call throughput cdf represents the fraction of UEs with average packet call throughput value less than the abscissa. In Figure 1, we compare the packet call throughput cdfs obtained for both the schemes when 75 UEs and 100 UEs are present. Observe that in the case of A2IR with 75 UEs, only 18% of the users got throughput less than 0.5Mbps, while as much as 39% of the users got throughput less than 0.5Mbps when using Chase combining under the same set of conditions. Similar comparisons at other values of packet call throughputs clearly indicate the benefits of A2IR over Chase combining.
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Figure 1. CDF of packet call throughput with 75 and 100 UEs with Chase combining and A2IR

Similarly, in Figure 2, we provide the packet call throughput cdfs when 56 UEs and 75 UEs are present. Once again, note that in the case of A2IR with 56 UEs, only 11% of the users got throughput less than 0.5Mbps, while as much as 29% of the users got throughput less than 0.5Mbps when using Chase combining under the same set of conditions.
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Figure 2. CDF of packet call throughput with 75 and 56 UEs with Chase combining and A2IR
3.2 Performance at 30.0 Km/h

The packet call throughput cdfs when using Chase combining and A2IR at 30.0 Km/h are presented in this section. In Figure 3, we compare the cdfs of Chase combining with 45 and 65 UEs with that of A2IR with 75 UEs. The cdfs for Chase combining with 45 UEs is quite close to that of A2IR with 75 UEs. This implies that if we constrain the two schemes to provide the same quality of service, then the A2IR scheme can support 30 more users (or 66.7% more users) as compared to Chase combining in this case.
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Figure 3: Comparison of UE packet call throughput cdfs at 30km/hr.

Also note in Figure 3, that the performance of Chase combining with 65 UEs is much worse than that of A2IR with 75 UEs. With 65 UEs and Chase combining, the fraction of UEs below 32 Kbps is around 8.5% as compared to 1.9% for A2IR with 75 UEs. Similarly with Chase combining (65 Ues) 57% of UEs have a throughput lower than 500Kbps and the corresponding value for A2IR (with 75 UEs) is 45%.

Similar observations can be made from Figure 4 and Figure 5. Figure 4 shows that the performance of A2IR with 56 UEs is considerably better than the performance of Chase combining with 45 UEs. As an example, almost 14% more UEs have a packet call throughput lower than 500 Kbps with Chase combining as compared to A2IR. Figure 5 shows an example of high load, where almost the same performance is achieved with 125 UEs with A2IR as with 85 UEs with Chase combining.
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Figure 4: Comparison of packet call throughput CDFs at 30km/hr
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Figure 5: Comparison of packet call throughput CDFS at 30km/hr.
4 Conclusions

A max C/I scheduler gives an undue proportion of the scheduling time to users at very good geometries. Consequently, for a fair comparison of the performance of the different ARQ schemes, one has to take into account the cdfs of the packet call throughput. As we show in this document, as also in [2], the performance of IR-based hybrid ARQ schemes, and A2IR, in particular, is significantly better when comparisons are made in this manner. Furthermore, this also suggests that the benefits IR-based schemes will manifest themselves much more clearly when fair schedulers are used for comparison. 
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6 Annex: Simulation parameters

The system level simulation parameters are listed in Table 2 below.

Table 2 Basic system level simulation assumptions.
	Parameter
	Explanation/Assumption
	Comments

	Cellular layout
	Hexagonal grid, 3-sector sites
	Provide your cell layout picture

	Site to Site distance
	2800 m
	

	Antenna pattern
	As proposed in [1]
	Only horizontal pattern specified

	Propagation model
	L = 128.1 + 37.6 Log10(R)
	R in kilometers

	CPICH power
	-10 dB
	

	Other common channels
	- 10 dB
	

	Power allocated to HSDPA transmission, including associated signaling
	Max. 70 % of total cell power
	

	Slow fading
	As modeled in UMTS 30.03, B 1.4.1.4
	

	Std. deviation of slow fading
	8 dB
	

	Correlation between sectors
	1.0
	

	Correlation between sites
	0.5
	

	Correlation distance of slow fading
	50 m
	

	Carrier frequency
	2000 MHz
	

	BS antenna gain
	14 dB
	

	UE antenna gain
	0 dBi
	

	UE noise figure
	9 dB
	

	Max. # of retransmissions
	Infinite – Full recovery
	Retransmissions by fast HARQ


	Fast HARQ scheme
	Chase combining Non-Adaptive IR and Adaptive IR
	

	BS total Tx power
	Up to 44 dBm
	

	Active set size
	3
	Maximum size

	Frame duration
	Variable 
	See rates Table

	Scheduling
	Max C/I
	

	Specify Fast Fading model
	Jakes spectrum
	Generated e.g. by Jakes or Filter approach 


The fundamentals of the data-traffic model are captured in Table 3 below.

Table 3 Data-traffic model parameters

	Process
	Random Variable
	Parameters

	Packet Calls Size
	Pareto with cutoff
	Α=1.1, k=4.5 Kbytes, m=2 Mbytes, μ = 25 Kbytes

	Time Between Packet Calls
	Geometric
	μ = 5 seconds

	Packet Size
	Segmented based on MTU size
	(e.g. 1500 octets)

	Packets per Packet Call
	Deterministic
	Based on Packet Call Size and Packet MTU

	Packet Inter-arrival Time

 (open- loop)
	Geometric
	μ = MTU size /peak link speed 

(e.g. [1500 octets * 8] /2 Mb/s = 6 ms)

	Packet Inter-arrival Time

 (closed-loop)
	Deterministic
	TCP/IP Slow Start 

(Fixed Network Delay of 100 ms)
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