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1. Introduction

MIMO channel models have been discussed recently in 3GPP, including several submissions and a discussion of these by Lucent in an e-mail dated 31st May, 2001 [1]. The aim of this contribution is to continue this discussion, covering the general approach and identifying those aspects of the channel model where resolution is needed. Recent MIMO submissions have been reviewed and recommendations for bringing together the different approaches are proposed.

2. MIMO Channel Models

2.1. Overall channel model considerations

The overall definition of a channel model is worth considering briefly in order that the MIMO channel is appreciated in a complete context. There are a number of aspects of a channel model, with some aspects being needed for link level simulations, and others needed for system level simulations. The table below shows the various components:

Table 1. Channel Model Aspects

	Channel Characteristic
	Applicable to Link or System Simulation

	Median path loss

	System

	Log normal model

	System

	Fast fading model

	Link and system

	Delay spread model

	Link and system

	MIMO / Diversity model:



angle spread




polarisation mixing


angle / delay
	Link and system

	Channel dynamics
	Link and system


For system evaluation, e.g. of HSDPA, we need both link and system models.

All of the items above are somewhat controversial, with simplified models often used for standardisation, and with more general models used for actual deployments. MIMO considerations of the channel have focused on link level simulation with limited consideration of system simulation. At that point it is not obvious how to use the link models in a statistical sense for such system simulation.

2.2. Particular items requiring resolution

· MIMO / Diversity:
 The approach needs to be agreed and the models validated with real measurements. Contributions from various companies could be made on this topic.

· Delay spread for the network:
The ITU models are intended to provide a set of conditions for link level simulations without claiming that these are representative of real environments. Nortel [2] have developed a system model for delay spread, using standard link models, with weighted probabilities of occurrence which match our urban measurements for outdoor to outdoor or outdoor to indoor propagation.

· Channel dynamics:
Nortel have performed dynamic measurements in London which could be used to develop a model for system simulations.

· Log normal model:
There are many inconsistencies in the models used, a review of log normal models is therefore needed.

3. Review of recent submissions
Nortel [3] have reviewed several standards submissions [4-8], and we have now also considered more recent ones [9-13] and [1] together with a further review of [5]:

[5] uses a model with a linear array of antennas spaced by d at Node B, with angle spread of α centred on β degrees from the line of the array. They have taken 3 special cases:

1. completely uncorrelated

2. fully correlated

3. half a wavelength spacing, α = 45,  β = 60, giving partial correlation.

The important point to realise is that their third case is purely a mathematical exercise and has no relation to physical reality. In practice the angle spread will be much lower and the array spacing is much closer than would be employed at Node B given such a scatter environment.

[9] follows on from [5], and assigns numbers to 3 cases:

1. Macro cell (rural): half wave spacing, α = 10, β = 75. This gives very high correlations, but a small spacing would be inappropriate for a rural case.

2. Microcell (urban):
 As for [5], 3rd case. This is still artificial, and unclear what is meant by a microcell.

3. Picocell (urban):
Large angle spread, hence uncorrelated. No physical justification.

By comparison with our own experience, none of these models are realistic. 

[10] addresses some of the issues raised in [3], but has a scatterer distribution which has a 360 degree angle spread at the UE. This assumption is unjustified and disagrees with our experience. Polarisation is not addressed, and this is important in that realistic MIMO realisations are likely to use polarisation diverse antennas.

[4] defines a MIMO correlation model, but makes several assumptions which can create problems, particularly with polarization diverse antennas.

They have assumed that the spatial correlation function at Node B is independent of n, noting that this requires UE antennas to have similar radiation patterns to effectively illuminate the same surrounding scatterers. This is reasonable for space diversity, but not for either polarization or pattern diversity.

They then create cross terms using powers hence arriving at a real correlation matrix, whereas complex correlation matrix is needed for MIMO, again particularly with polarization or pattern diversity.

[11] only uses correlations between the Node B antennas and between UE antennas, without the above cross terms.

Another problem is their correlated channel matrix, which has values derived from [5], model 3. As we observed earlier, this was a mathematical exercise and changing the antenna separation while retaining the large angle spread simply creates a low correlation case, without physical justification as to when this might apply.

[12] describes a MIMO measurement system which is capable of realistic end to end MIMO measurements. However it will be difficult to extrapolate the results to other situations, as all effects are convolved together. Results from this, as with our measurements, could be used to validate a MIMO model which then allows extrapolation to a variety of propagation environments and antenna configurations.

[13] makes a number of points similar to those expressed in [3], and we would certainly support their approach. Detailed results from the various parties are needed to arrive at a suitable set of models for MIMO evaluation. This paper also supports the use of the various aspects of a channel model we outlined in section 2 above.

[1], from the reflector, reviews the various submissions, and divides them into “ray” and “matrix” models. This division is somewhat artificial, and we would envisage a ray model being used to generate a set of correlation matrices, with a representative subset of these being chosen for use in a system simulation. Measurements would be used to validate the ray models. This general approach is one we are currently pursuing, with a well developed outdoor to indoor ray model, to evaluate potential antenna configurations for a nomadic UE.

4. Recommendations
In order to deal with the full range of MIMO antenna options, we propose that the full channel correlation matrix should be used, with complex correlation between each MIMO path (see Appendix). This can then be applied to create a correlated MIMO matrix for system evaluations. A set of channel correlation matrices can be generated from a ray model, with appropriate propagation parameters based on experimental observations, or be directly measured.

In summary therefore:

· Use “ray” model to generate “full” channel correlation matrices for a set of macrocellular environment/ antenna scenarios including:

· Outdoor to outdoor

· Outdoor to indoor

· Above cases for urban, suburban and rural deployment

· Above cases with appropriate set of polarisation mixes

· Validate models against measurements in a range of scenarios
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Appendix - Applying correlation to a MIMO channel model

In Lucent [11] and Nokia [4] different methods are proposed for applying correlation to a MIMO channel model. Both really start from the point where all coefficients in the channel matrix are independent complex Gaussian random variables, with zero mean and unit variance.

Lucent's approach is to correlate the channel matrix G using the following equation:-
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In this equation:-

G



Channel matrix with independent complex Gaussian random variables

(Cr)1/2

  
Cholesky square root of the UE correlation matrix

(Ct)1/2


Cholesky square root of the Node B correlation matrix

Cr correlates the rows of G (the UE elements) while Ct correlates the columns of G (the Node B elements).






Figure 1 – MIMO paths for 2:2 case

There are some problems with this method in that it assumes, for example, that the correlation between h11 and h21, will be the same as the correlation between h12 and h22 (correlations at UE elements). It also assumes that the correlation between h11 and h12 will be the same as the correlation between h21 and h22 (correlations at Node B elements). This assumes that the spatial correlation function at Node B is independent of n, which is reasonable provided that all antennas at the UE are closely co-located and have similar radiation patterns. In general different UE elements are most likely to have different radiation patterns and different polarisations (which is in fact what will allow them to be closely co-located). Hence this assumption will not be the case if polarisation and /or pattern diversity is employed at either end. Another problem with the method is that one cannot directly specify the correlation between paths which use different antenna elements. In the 2:2 case this would correspond to the correlation between h11 and h22 and the correlation between h12 and h21.

Nokia propose a method for generating the correlation matrix, where this is generated by taking the Kronecker product of the UE and Node B correlation matrices. However, there are again some limiting assumptions made in the generation of the coefficients of the correlation matrix.

Additionally, with regard to Nokia's approach, their correlation matrix consists of power correlations, eg they give the spatial correlation coefficient between antennas m1 and m2 at node B is given as:-
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where αm,n is the complex transmission coefficient between antenna n at the UE and antenna m at Node B.

It is noted that Nokia are applying a power correlation matrix to the complex channel coefficients instead of an amplitude correlation matrix, the channel correlations will therefore be incorrect. In addition the phase of ρcomplex cannot be derived which is important for a MIMO model. Otherwise, for real values only, it defaults to a special case which is unable to represent the typical physical condition where different UE elements (with different patterns) are observing different sets of scatterers.

An alternative method would be to specify the full correlation matrix R, where for the 2:2 case this would have the following form:-
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where ij,mn corresponds to the correlation between hij and hmn. If the transmission coefficients are independent complex Gaussian random variables then they can be correlated by multiplying by the Cholesky square root of the correlation matrix given in (2):-
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and C1/2 is the Cholesky square root of the correlation matrix given in (2). This enables the correlations between all paths to be directly specified.

The main problem associated with the approach given in (3) is how to specify the correlation matrix. In fact where multiple taps exist at different delays a correlation matrix will be required for each tap position. 
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