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1 	Introduction
In RAN1#88bis meeting, CRC distribution [1] on polar codes were discussed and compared with other proposed techniques to support the early termination. Then, the following agreement was made during Ran1 #88bis meeting to progress with the early termination studies [2], 
Conclusion:
· Study until RAN1#89 polar code construction techniques to facilitate early termination (i.e. before decoding all the information bits) without degrading BLER performance or latency (especially considering the time for deinterleaving the information and assistance bits) compared to purely implementation based methods such as path-metric based pruning
· e.g. assistance bits distributed in the codeword in such a way that error detection can be performed after partial decoding
· Investigate performance, complexity and FAR impacts
· Study of use of data-independent scrambling to facilitate early termination is also not precluded

In Ran1 #89 meeting, following agreement was made to facilitate code construction and also to discuss the early termination benefits. 
Agreement: 
· For DL: 
· J’ = 3 or 6, to be downselected at June adhoc
· J’’ = 0
· At least some of the J + J’ bits are appended
· FFS until June adhoc:
· how the J + J’ bits are obtained 
· If J’=6, working assumption that at least some of the J + J’ bits are distributed (including to support early termination in the code construction) (Consideration of J’=6 proposals without distributed J+J’ bits are not precluded.)
· If J’=3, FFS until June adhoc whether some of the J + J’ bits are distributed (including to support early termination in the code construction)
· Consideration of distribution of bits shall consider complexity versus benefit and comparison to implementable purely implementation based methods for early termination
Email discussion until Thursday 1st June to align calculation methods for latency and complexity with early termination – Zukang (Huawei). 
Companies are requested to provide proposed schemes for evaluation by Thursday 8th June. 

In [3], we provide details of distributed CRC polar codes, and [4] provides the performance evaluation of distributed CRC versus CA-Polar for the full set of simulation parameters. In this contribution, we discuss the benefits of CRC distribution and compare with some other techniques proposed to support early termination. 
2 	Discussion
Due to the successive decoding characteristic, the CRC bits when used for error detection and distributed inside the information bits may enable the early termination, as discussed in [1]. This is very useful to save the power and extend the battery life, especially for the downlink blind decoding. The distributed CRC bits may also be used for error correction which can improve the decoding performance as discussed in [4]. 
There are two possible algorithms to implement distributed CRC based early termination: 
· single-bit early termination 
· multi-bit early termination. 
For single-bit early termination with CRC, the decoding paths are checked by a single distributed CRC bit. When all the paths fail to pass the check, the decoding terminates. For multi-bit early termination, all the available distributed CRC bits, i.e. previously decoded, are used to do the check. The decoding continues when at least there is one path survived in the CRC check. As the good paths may be pruned in later decoding, so the previous used CRC bits may still be useful for later early termination. 
The tree pruning may be performed together with the early termination. If all paths fail the CRC, it is no problem to perform the early termination. However, there can be different methods to follow when some paths are failing the CRC check. 
· Continue with the decoding of CRC passed paths (number of paths in the next step will be lower than max list size)
· Continue with the decoding for all paths with a CRC flag (paths in the next step will be similar to max list size)
· Continue with the decoding for all paths with a penalty value for the failed paths (paths in the next step will be similar to max list size).
· The decoder may use some CRC bits for tree pruning and some others for early termination. 
All these options are implementation choices and we see that there could be many other methods to utilize such CRC distributions.  
2.1 	Benefits of Distributed CRC 
The main benefit of the distributed CRC when it is used for early termination is it does not affect the FAR performance, and may even reduce the FAR by additional mechanism [6]. The reason is the CRC code structure is retained and hence it is still optimal for error detection. Hence, this scheme is simpler in terms of product development and test because the performance is guaranteed and verified. 
Another key point to be stressed is the flexibility. We think the design should provide sufficient flexibility for different scenarios. CRC distribution provides the capability of having different decoding choices:
· PC-Polar like behavior when CRC is used for pruning 
· CA-Polar like behavior when CRC used after decoding the full info block 
· The flexibility of choosing the number of bits used for pruning. 
In some cases, FAR may not be critical and improving BLER is possible by using some of the CRC bits for tree pruning (including early termination). Moreover, in some cases, FAR may be important, and all the CRC bits are used for error detection (including early termination), and then having the same BLER as CA-Polar is possible. For example, 16 CRC bits is used in LTE PDCCH considering the worst-case scenario of 44 blind decodes at the UE. But, when the UE has a lower number of blind decodes, having error detection equivalent to 16 CRC bits is not needed and can be used for error correction. So the proposed distributed CRC scheme has the benefits of both robustness and flexibility. As for the path-metric based scheme, it lacks robustness and may even affect the BLER performance especially in the varying channel condition.
A single interleaving/deinterleaving pattern can be defined to implement CRC distribution for any block sizes. This is much simpler than the Gaussian elimination based matrix transposing method. The method can be implemented in parallel with the Polar decoding, so there is no additional latency introduced. More details are discussed in [3]. In conclusion, with a limited complexity of interleaving/deinterleaving, the overall decoding time will be reduced significantly by early terminating unnecessary blind decodes.
The main benefits of distributed CRC can be summarized as: 
· Flexible, the CRC bits can be used as error correction or error detection by conventional CRC detector.
· [bookmark: _GoBack]Performance gain is observed when used as error correction compared to CRC-aided decoding.
· Support of early termination, to save power and reduce decoding delay.
· Possible to reduce the FAR by careful permutation. 
· Any other codes, e.g. parity bits, are not required to provide error correction. 
Observation 1: The distributed CRC scheme shows better performance of FAR and early termination with strong flexibility.
Proposal 1: Support early termination by distributed CRC.

2.2 	Latency and complexity gain
The Polar code decoding can be depicted by a tree structure, as shown in Figure 1. The main problem of SC decoder is the high latency. Low latency decoding algorithms are studied in many literatures [18] [20]. Among them, one very simple method is pruning the frozen branches, i.e. not going deeply recursion for a branch if all its leaf nodes are frozen bits. In fact, this was observed years ago when Polar code was just invented [20], and also discussed in [18]. Then the decoding tree can be considered to be made up with constituent codes and the complexity and latency depend on the sum of these constituent codes. Additional improvements [20] are also possible to further reduce the clock cycles, but in the following analysis only this frozen branch pruning method is considered, because this is very simple and would be supported by every implementation. The decoding of rate-1 nodes may still use SCL in some implementations because the optimization of rate-1 does not reduce the complexity significantly. In [21], rate-0 nodes need at most log2N cycles, while rate-1 nodes by SCL decoder needs 3N-2 cycles. Then the latency ratio is (3N-2)/log2(N). Hence it can be seen from the equation the ratio is very high and the latency by the frozen bits is negligible. For complexity, according to [21] and [18], the operations for one rate-0 node is about Cf/2, where Cf is the required operations for f node. The complexity of decoding a rate-1 node is given in [18] as  + where no ML sub decoders are used. So the complexity ratio is also quite high. 



Figure1. Polar code represented by tree structure. The black nodes have only information leaf nodes, i.e. so called as rate-1 nodes; grey nodes have both frozen and information leaf nodes; white nodes have only frozen leaf nodes, i.e. so called as rate-0 nodes. The number and distribution of black, white and grey nodes in this figure is just for example.
A straightforward consideration of the decoding is at most one list is enough before the first information bit. This proved by the statistics shown below, where the accumulated operations and active lists are not linear. The complexity resides more at the later part where the information bits are transmitted. This is also observed in [9]. This means the frozen bits have a minor impact on the complexity/latency gain. Therefore, the complexity and latency of the frozen bits before the 1st information bit does not need to be considered.
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Figure 2. The number of accumulated operations and active lists for mother code block size 256.


Observation 2: The Complexity and latency of decoding the frozen bits are negligible.


The complexity and latency metric for the list decoder can be defined below by:


where C1 is the number of the information bits and C2 is the number of frozen bits after the 1st information bit.  is the number of undecoded information bits when the early termination happens.  is the number of undecoded frozen bits when the early termination happens. The complexity and latency ratio of decoding an information bit over a frozen bit after the 1st information bit is R. According to the discussion above, R is a large value. 
The early termination performance of distributed CRC is evaluated under two scenarios, unintended transmission and AWGN input. For the unintended transmission scenario, the Es/No is set corresponding to 1% BLER if the block is intended to the receiving UE. In the following evaluation, 19 CRC bits are used for early termination. Though R should be at least 10, the results of another R=4 are also given to evaluate the early termination gain of a preliminary decoder. It can be seen from figure 3 and figure 4 that the average early termination gain is around 30% to 38% for R=4, and about 35% to 42% for R=10. Hence, a significant gain can be achieved by distributed CRC. Even higher gain can be expected for more suitable CRC polynomial. 
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Figure 3. The early termination gain of unintended scenario
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Figure 4. The early termination gain of AWGN input

Observation 3: Significant early termination gain can be achieved by distributed CRC.

2.3 	Distributed CRC versus PC-Polar [5] 
As discussed in RAN1#88b that performance, complexity and FAR needs to be evaluated for the detailed implementation. For control channel, FAR is the key metric which should be satisfied. FAR depends on the list size and error detection capability of CRC and parity bits. There is enough justification in literature to verify that CRC provides very good performance compared to other error detection codes [6-7]. CRC is a kind of linear block code, showing very nice error detection capability. 
The FAR of the parity bits based solution can be analyzed as follows. The parity bits used for early termination and the final CRC check can be considered to be a combined code because all of them are used for error detection. For example, in [5] a simplified early termination scheme is proposed where some parity bits are generated to support early termination and these bits are generated by the checksum of the transmitted information bits. Then, the corresponding bigger generator matrix can be obtained. 
An example generator matrix for 3 parity bits and 5 CRC bits generated from 12 information bits are shown below. 

	  Parity bits for ET   CRC bits

	

	  1  1  1    0  0  0  0  1
  1  1  1    1  1  0  0  1
  1  1  1    1  0  1  0  1
  1  1  1    1  0  0  1  1
  0  1  1    1  0  0  0  0
  0  1  1    0  1  0  0  0
  0  1  1    0  0  1  0  0
  0  1  1    0  0  0  1  0
  0  0  1    0  0  0  0  1
  0  0  1    1  1  0  0  1
  0  0  1    1  0  1  0  1
     0  0  1    1  0  0  1  1



However, one can see that the combined code is not well designed. It loses some nice error detection properties of the original CRC code. And hence, the parity bits based scheme cannot satisfy the FAR requirement. 

The total number of undetectable errors is shown in Figure 5. The results are obtained by testing every possible error of information block to check if it can be detected by CRC or PC+CRC (i.e., 2K error patterns). It is the absolute error detection capability metric. As can be seen from Figure 5, the parity check based scheme [5] experiences nearly double the undetectable errors compared to distribute CRC. So it needs more CRC/PC bits to achieve the same FAR performance. The CRC polynomial used in the PC-Polar is 0x11021, and 3 additional parity check bits are used for early termination and these three bits are also used for final error detection. The 19bit CRC is used in distributed CRC and the polynomial is 0xA2B79. Some companies showed FAR analysis assuming noise at the decoder, where it does not provide the good comparison of parity bits or CRC bits used in the error detection. Parity bits construction of the Simplified early termination scheme is very generic where the later parity bits always depend on the information bits that used to generate earlier parity bits. This makes some error bits go unnoticed compared to the well-constructed CRC polynomials.
[image: ]
Figure 5. Number of undetectable errors

Observation 4: The PC based early termination scheme has severe FAR problem.

2.4 	Path metric based scheme
Path metric based early termination was studied in some papers [15]. The scheme shows some gains with ideal configuration but it is found the method is generally not implementable in real implementation. The gains rely on the configuration of the threshold, but The threshold is very difficult to configure. It varies with code rate, code block size, SNR and channel condition. The miss detection rate (MDR) and early termination gain are very sensitive to the threshold. A slight aggressive configuration of the threshold would make the MDR increased significantly or let the early termination gain diminished. 
There are several cases that UE blind decoding should use the same thresholds.  
· When UE receives intended transmission. PM threshold can be used. 
· When UE receives unintended UE transmission (with scrambling). There could be a few solutions:
· Frozen bit scrambling 
· Codeword scrambling with UE-ID 
· Other methods of scrambling 
· When UE receives unintended data transmission (dynamic reuse of control resources) 
· When UE decodes pure noise 
The threshold should be designed as a value that the MDR is kept minimum, e.g. at least <0.001. It is also observed that if the threshold is designed for 1% BLER, the MDR will exceed 0.001 for 10% BLER UE. This makes the algorithm very complex.

The figure 6 shows the performance of frozen bits scrambling. The simulation assumption is R=85/512, CA-SCL, L=8. It can be seen that the minimum PM value is very close between intended transmission and unintended transmissions. Hence, the early termination is not possible by the path metric based method.

[image: ]
Figure 6. Path metric for different number of UEs
The early termination gain is further evaluated for different code block sizes and code rates. The metric is defined as:
PMmax – PMmin
The threshold is designed so that MDR is no larger than 0.001 for BLER<=10%. It can be seen from Figure 7 that the gain is only 1%~2%. Theoretically, the early termination gain of the AWGN input scenario would be similar to the unintended transmission scenario.
[image: ]
Figure 7. early termination gain for unintended transmission
Observation 5: The path metric based early termination is not implementable to give a reasonable gain while keeping the MDR low enough.

3	Conclusion
In this contribution, the early termination design details are analyzed and candidate implementation schemes are discussed. It is observed that the distributed CRC scheme show multiple benefits and potentials. The observations are proposals are summarized below:
Observation 1: The distributed CRC scheme shows better performance of FAR and early termination with strong flexibility.
Observation 2: The Complexity and latency of decoding the frozen bits are negligible.
Observation 3: Significant early termination gain can be achieved by distributed CRC.
Observation 4: The PC based early termination scheme has severe FAR problem.
Observation 5: The path metric based early termination is not implementable to give a reasonable gain while keeping the MDR low enough.
Proposal 1: Support early termination by distributed CRC.
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