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Introduction
In RAN1#89, the following agreements on code-block group (CBG) formation were reached [2]:
Agreements:
· For grouping CB(s) into CBG(s), following is adopted.
· With indicated number of CBGs, the number of CBs in a CBG changes according to TBS.
· FFS for the case of re-transmission or the case when the number of CBs is smaller than the indicated number of CBG 
· FFS “indicated” is realized by RRC, MAC, L1 signalling
Agreements:
· At least following is supported.
· For a given number of CBGs for a given TB, the number of CBs per CBG should be as uniform as possible.
· The difference of CB number per CBG between any two CBGs is either 0 or 1.
· FFS on the detailed rule for the CB grouping.
· Study further benefit and realization of non-uniform CB distribution across CBGs.

In RAN1#88bis, the following agreements on HARQ feedback on code-block group (CBG) level and CRC attachment were reached [1]:
Agreements:
· Number of bits for TB-level CRC is: LTB,CRC =24 bits, at least for TBs larger than a threshold (e.g. around 512 bits)
· FFS the value of LTB,CRC for TBs smaller than the threshold, and the value of the threshold (0 is not precluded)
· If a TB is segmented into 2 or more CBs after code block (CB) segmentation,
· CB-level CRC is applied, i.e., CRC bits are attached to each code block individually (as in LTE)
· Number bits for CB-level CRC is: 0 < LCB,CRC <= 24 bits
· Exact value(s) LCB,CRC are to be agreed after base graph(s) are agreed, taking into account inherent LDPC PC capability
· FFS whether for a code block group (CBG) containing 2 or more CBs but not all CBs of the TB, any additional CRC bits are attached to the CBG
To be decide after decision on the value(s) of LCB,CRC

In this contribution, we discuss the code block group formation designs and CRC attachment.
[bookmark: _Ref178064866]Discussion
Code Block Group Formation
Since the CBG size is semi-statically configured, the group size is applicable to all transmissions of the specific PDSCH or PUSCH link. For any given transmission, the actual number of CBs are determined by the allocated radio resources, the number of MIMO layers and the modulation and code rate (MCS). These CBs should be organized into the configured number of CBGs based on a fixed rule such that the transmitter and receiver can correctly exchange HARQ-ACK for the CBGs. The number of CBs per CBG should be as uniform as possible and consequently the difference of CB number per CBG between any two CBGs is either 0 or 1 For example, if a UE is configured with 3 CBGs and the PDSCH contains 8 CBs, then the fixed rule can organize the 3 CBGs as CBG#0=(CB#0, CB#1, CB#2), CBG#1= (CB#3, CB#4, CB#5) and CBG#2=(CB#6, CB#7). This can be achieved using the following pseudo code which functions similarly as the procedure to divide a TB into CBs of two lengths in LTE:
[bookmark: _Hlk484606818]Input
:	number of CBs
:	number of CBGs
Output
Determine 
The first  CBGs contain  CBs each, where .
The next  CBGs contain  CBs each, where .
Note the above pseudo code handles the case where  correctly. For that case,  and  CBGs have 1 CB each.

Proposal 1 The CBs of a PDSCH or PUSCH transmission are grouped into the configured number of CBGs based on a rule described in the L1 specs. 

Furthermore, the CB groups is fixed once formed. This is because CBG HARQ-ACK feedback length should remain unchanged across multiple HARQ-ACK feedback occasions to avoid error cases and to address LDPC decoding throughput issues in retransmissions [3][4]. This is because there is a possibility that the receiver may find the TB level CRC fails after all code blocks are decoded and passed CB level CRC. To handle such cases, the receiver should be allowed to NACK all CB groups in a HARQ-ACK feedback even when some of the CB groups had been previously ACKed. More importantly, the CBG HARQ protocol should be designed to address LDPC decoding throughput issues in retransmissions. A receiver may send a CBG HARQ-ACK feedback that indicates NAK on a subset of the CB groups that failed decoding if it expects it will not be able to finish decoding retransmission of the full failed CB groups. Alternatively, the gNB may consider the decoding capability of the UE receiver and decide to retransmit only a subset of the CB groups that were NACKed by the UE.

Proposal 2 The CB groups remain fixed after formation (including retransmissions).

For different use scenarios or application cases, it should be up to gNB to decide the optimal code block group size to operate. Making fixed rules/tables to determine the number of CBGs and/or the number CBs per CBG according to TBS will not address operation targets. 

Proposal 3 There should be no fixed rules/tables to determine the number of CBGs and/or the number CBs per CBG according to TBS. It should be up to gNB to decide the optimal code block group size to operate.

CRC Attachments for Code Block Group Based HARQ-ACK 
It was discussed in RAN1 #88 on whether an additional CBG level CRC should be introduced. The utility of such proposal should be analysed in terms of benefits relative to CB level CRC as well as in terms of impact to efficient receiver hardware implementation.
The usefulness of CBG based HARQ-ACK feedback is made possible by the potentially differing performance of different CBs. Since multiple CBs are present only when the transport block size exceeds 8192 bits, each of the CBs has thousands of bits. Note further that LDPC code has inherent error detection capability, which is also under discussion in the channel coding design sessions. For these large LDPC CBs, block errors may be missed by the inherent error detection capability with a probability no higher than 5E-6 [5]. The reliability of the CB level CRC can be exponentially enhanced with the number of the CRC bits. With CB size in the order of thousands of bits, adding a few CRC bits induces negligible losses in throughput. The actual number of explicit CB level CRC may be small while still achieving high error detection reliability. The CBG level CRC, on the other hand, are not and cannot be integrated as part of the LDPC decoding process/hardware. It thus induces additional hardware/processing and causes additional latency. Since its error detection capability cannot be joined with that of the LDPC code, it necessitates a sufficiently long CBG level CRC attachment to meeting CBG error detection requirements. 
Observation 1 CBG level CRC does not offer material benefits relative to properly designed CB level CRC.

To meet the high data rate and stringent low latency requirements for NR, receiver architectures on both the gNB and UE sides need to be optimized via parallelization and pipelined hardware designs as simple example illustrated in Figure 1. The CB level CRC check can in generally be integrated in the decoding hardware to achieve high efficiency or to assist early stopping of iterative decoding. The routing of the soft values and decode bits are also optimized to minimize buffer memory usages.
From the point of view of high throughput and low latency hardware design, this CBG level CRC can have substantial negative impacts on implementation. Since CBG HARQ-ACK procedures are not always useful or used, the need to compute the additional CBG level CRC is hence not always needed. Note further that different CBGs can contain different numbers of CBs. To support all these different possibilities, the implementation needs to add conditional re-routing of the bits into the intricately designed parallel and pipelined hardware. This can potentially create process lockups as well as additional buffer memory requirements. 
Observation 2 Introducing CBG level CRC can have significant negative impacts to receiver hardware designed for meeting high data rate and stringent low latency requirements.



[bookmark: _Ref477952277]Figure 1 Parallel and pipeline processing for NR receivers

Based on the above analysis, we propose
Proposal 4 CBG level CRC is not introduced for NR.

Conclusion
We discussed the code block group formation designs. We propose
Proposal 1 The CBs of a PDSCH or PUSCH transmission are grouped into the configured number of CBGs based on a rule described in the L1 specs. 
Input
:	number of CBs
:	number of CBGs
Output
Determine 
The first  CBGs contain  CBs each, where .
The next  CBGs contain  CBs each, where .
Proposal 2 The CB groups remain fixed after formation (including retransmissions).
Proposal 3 There should be no fixed rules/tables to determine the number of CBGs and/or the number CBs per CBG according to TBS. It should be up to gNB to decide the optimal code block group size to operate.
Proposal 4 CBG level CRC is not introduced for NR.
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