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Agenda item:	5.1.4.2.1
Source: 	Huawei
Title: 	Summary of [89-26] Polar code for NR -- alignment of latency/complexity calculation for early termination
[bookmark: DocumentFor]Document for:	Discussion/Decision
[bookmark: Source]Description
At RAN1#89, it was agreed to have the following email discussion.
[89-26] Zukang (Huawei) 
Polar code for NR 
Email discussion until Thursday 1st June to align calculation methods for latency and complexity with early termination – Zukang (Huawei).
This document summarizes the discussion.
Discussion
Q1: Whether frozen bits before the 1st information bit should be counted in the complexity/latency calculation for early termination evaluations?
	[bookmark: OLE_LINK4]Company
	Comments

	Ericsson
	Yes. Since work still needs to be done for calculating the LLRs for the first information bit. Those calculations would typically be calculated as part of the earlier frozen bits. 
However, we do agree that some F/G functions are not necessary for the earlier frozen bits in optimized Polar decoder implementation. RAN1 needs to agree first if such optimized Polar decoder should be used as reference. Then the counting of complexity/latency for the earlier frozen bits can be estimated accordingly.  

	Tsofun
	No. In optimized decoder there is no need to have those calculations done. 

	Nokia 
	No. The complexity and latency of handling the frozen bits before the 1st information bit are negligible, especially with fact that only one decoding path needs to be maintained before the first information bit. More details can be found in [R1-1709188]. In simplified SC, two types of nodes can be defined in the decoding graph:
Rate-0: a node whose leaf nodes are frozen bits
Rate-1: a node whose leaf nodes are info bits.
Decoding is much simplified and faster for rate-0 nodes. This can be easily implemented by any SCL decoder. More detailed discussion is provided in A. Alamdar-Yazdi and F. R. Kschischang, “A simplified successive cancellation decoder for polar codes,” IEEE Commun. Lett., vol. 15, no. 12, pp. 1378–1380, Dec. 2011.)


	Huawei
	No. For an SCL decoder, since the LLR calculation and path metric accumulation of these frozen bits before the 1st information bit don’t affect the ensuing the decoding results,  most of these operations over these frozen bits can be skipped to save latency and decoding complexity.

	Qualcomm
	Yes. In general, the complexity/latency of internal LLR calculation to reach the first information bit should always be included.
In a non-optimized SCL decoder, the complexity/latency of visiting initial frozen bits should be counted assuming list size is 1.
In an optimized SCL decoder, the complexity/latency can be optimized and they will be that of the internal LLR calculation to reach the first information bit.
In neither case, the complexity/latency of visiting frozen bits before reaching the first information bit can be completely ignored.

	NTT DOCOMO
	Yes. However, the complexity and latency can be minimized

	LG
	Yes. The LLR calculation should be done in frozen bits as well.

	Samsung
	No. In optimized SCL decoder (e.g. simplified SC-list decoder), the complexity and the latency for frozen bits before the 1st info. bit are very small and negligible.

	NEC
	No. SSC-List decoder is well-studied in literature and it can allow us to skip the computations of frozen bits that appear before first information bit.

	CLX
	No. Especially given the scrambler/descrambler interpretation offered last meeting that permits any assumed scrambling sequence to be removed prior to decoding, complexity associated with frozen bits ahead of the first information bit should not be considered.

	Intel
	Yes – though considering optimized SCL decoder, the complexity and latency for the frozen bits ahead of the first information bits could be optimized.



Q2: Whether frozen bits after the 1st information bit should be counted in the complexity/latency calculation for early termination evaluations?
	Company
	Comments

	Ericsson
	Yes. Since the path metric update for each list depends on the LLRs for the frozen bits as well. There is no F/G function saving or latency saving for frozen bits after the 1st info bit. 

	Tsofun
	Path metric calculation is the only operation that should be accounted for. For good decoder implementation it should have implication only on complexity.   

	Nokia
	In general, we do not think it is needed to consider as the impact on the latency of decoding a frozen bit position is significantly low. The decoding of any rate-0 nodes whether it is before or after the first information bit is negligible.
For PM based early termination, as the LLR may need to be updated for every bit including the frozen bits, the complexity of frozen bits after the first information bits needs to be counted.

	Huawei
	Yes. The calculation of LLRs and updating PM on the frozen bits after the 1st info bit should be calculated.  

	Qualcomm
	Yes. the complexity of information bits is the same as that of the frozen bits for each path, except for sorting complexity, which results in higher information bit update complexity.

	NTT DOCOMO
	Yes. Although it depends on the decoder implantation, generally, the LLR of frozen bits should be also updated during the decoding.

	LG
	Yes. The frozen bits can be located after the 1st information bit. Then, the LLR calculation should be done in frozen bits after the 1st information bit. 

	Samsung
	Yes. Path metrics should be obtained even for the frozen bits after the 1st info. bit for SC-list decoding. However, the computational complexity and latency can be reduced in the optimized decoder if the frozen bits are located consecutively.

	NEC
	No. It is well understood that regardless of early-termination, LLR of the frozen bits have to be computed to update the path metric in SCL decoder. Thus, it is not fair to treat this computation as an overhead caused by early termination technique. If path metric based early termination is used, then this computation can be reused and hence should be included in the complexity calculation of path-metric based early termination. However, for early termination techniques like PC-based, CRC-based etc. that do not use path metric to trigger early termination, we feel those computations need not be considered as they already have their own computations for PC/CRC bits.

	CLX
	Yes, in the form of path metric updates on frozen bits after the first information bit.

	Intel
	Yes, these have to be considered in both complexity and latency.




Q3: What is the proposed ratio of complexity/latency for information bits and frozen bits?
	Company
	Comments

	Ericsson
	We propose a latency ratio of approximately 2:1 for information bits relative to frozen bits.

	Tsofun
	We believe that this question suggests an overly simplistic approach, and might miss essential features of the decoder. In an accompanied document, we propose an approach that uses a simple recursive algorithm that tracks the complexity and latency of the decoder based on short list of parameters and code configurations. Since the SCL and simplified SCL algorithms are recursive in nature, our approach may provide better approximations of complexity/latency than using ratio of complexities and latencies between frozen and non-frozen symbols. Tsofun algorithm would be glad to provide a simple and documented matlab script that implements the timing and latency model according to the accompanied document.

	Nokia
	It depends on the polar coding sequence, mother codeword size, info block size, and code rate. 
As discussed in “Seyyed Ali Hashemi; Carlo Condo; Warren J. Gross, Fast Simplified Successive-Cancellation List Decoding of Polar Codes, 2017 IEEE Wireless Communications and Networking Conference Workshops (WCNCW), Year: 2017, Pages: 1 - 6, DOI: 10.1109/WCNCW.2017.7919044”, rate-0 nodes needs at most log2N cycles as opposed to 2N-2 for SCL, compared to 3N-2 for rate-1 nodes in SCL. It is reasonable to assume the simplification of rate-0 nodes should be implemented for all the companies as it is so simple, and the decoding of rate-1 nodes uses SCL. Then the latency ratio is (3N-2)/log2(N). 
For complexity, according to the above paper, the operations for one rate-0 node is about Cf/2, where is the required operations for f node. The complexity of decoding a rate-1 node is given in [R1-1612089] as  + where no ML sub decoders are used. 
So the complexity ratio is also quite high. 
In our calculation examples, the complexity ratio is in the range of [22, 45.1], and the latency ratio is in the range of [10.3, 26.2]. So we think the frozen bits can be negligible in evaluation of the complexity and latency of ET. 
Some examples, 
For  (256,32), the ratio is 40.9/22.4 
For (256, 48), the ratio is 30.3/16.2.  
For (256, 64), the ratio is 26.2/14.6 
For (256, 96), the ratio is 28.0/14.3
For (256, 128), the ratio is 21.0/10.4
For (256,172), the ratio is 22/10.3
For (512, 64), the ratio is 45.1/26.2
For (512, 96), the ratio is    33.6/19.6
For (512, 128), the ratio is    39.2/22.5
For (512, 192), the ratio is    30.8/16.6
For (512, 256), the ratio is    27.1/14.0
For (512, 341), the ratio is    23.4/11.5
More details of the computation can be found in [R1-1709188]. In sum, every f node needs 3 operations and every g node needs 2 operations. Every sorting for L paths needs L*log2(2*L)*(log2(2*L)+1)/2 operations, and (log2(2L)+1)log2(2L)/8 clock cycles.


	Huawei
	Based on our measurements of some SCL decoding implementations on various platforms, we believe that 4:1 would be a suitable complexity/latency ratio between information bits and frozen bits for a typical eMBB control channel block length and coding rate.
For a SCL=8 decoder with a typical eMBB control channel block length and coding rate, the latency due to path selection operation is about three times higher than LLR calculation and PM updating operations in average. Because a frozen bit does not need path selection operation, the latency ratio between processing one information bit and one frozen bit is approximately (3+1):1.
Note that although the memory moving and copying operation after a path selection on one information bit is not counted, the variance of their latency largely depend on memory architecture of implementation platform.

	Qualcomm
	In general, this could vary with level of decoding algorithm and decoder implementation choices. This number can vary a lot depending on the location of frozen/information bit even for the same decoder.
Here, we only give rule of thumb ratios with some assumptions:
Assume all paths are decoded in parallel, and all the LLRs are available simultaneously from memory (optimistic in terms of latency), we can have the following latency ratio estimate:
1. Once a u domain bit is reached:
1. That single LLR calculation and path metric update will take one additional cycle.
1. Sorting can take two additional cycles at information bit for L = 8 in list decoding
3-to-1 is a good approximation of the latency ratio before considering latency for internal LLR calculation. 
1. Latency due to internal LLR calculation again varies. However, the total latency of internal LLR calculation is (2N – 2) – N roughly N. We substracted N since it is already accounted for in single LLR calculation in step 1. So roughly 1 extra cycle per bit on average.
Considering the simplified assumptions in 1. and 2., the information to frozen bit latency ratio on average is about 4:2. However, to have an accurate estimate of the actual latency, more accurate modelling needs to be done.
In an optimized decoder, this could further depend on the location of the information bit, e.g. selective path extension and SSC.
Complexity: The complexity can be calculated precisely according to function f and function g. Close form expression is hard to formulate.

	NTT DOCOMO
	As even for information bits, the complexity/latency can be reduced, the ratio can be 1:1 or 2:1

	LG
	The processing difference between information and frozen bits comes from list management. For information bit processing, compare operation is added to update the list. However, for frozen bit process, no compare operation is required to update the list. Considering path selection operation for a SCL=8, a latency ratio of 3:1 may be reasonable one.

	Samsung
	According to our observations, the ratio (info bit 2): (frozen bit 1) is reasonable since no sorting operations are needed for frozen bits.

	NEC
	Info:frozen = 2:1 or 3:1 should be reasonable.

	CLX
	Specific numbers will vary by implementation/architecture. However, the opportunity to bypass PM sorting on frozen bits offers the most appreciable savings.

	Intel
	We think 2:1 is a reasonable ratio to assume for the information bits relative to frozen bits.





Q4: Any other aspects to consider for complexity/latency calculation in early termination evaluations?
	Company
	Comments

	Ericsson
	1) List size L should be considered. Multiple companies have shown that opportunity for early termination decreases significantly as L increases.
2) Location of the distributed bits (e.g., PC or CRC) should be considered.
3) To a lesser degree, other factors that can be considered:
· Intermediate nodes which involve F/G functions if these are required due to info bits;
· How fast the candidate list grows to the final size L (L=8, for example).
· [bookmark: _Hlk483927368]The block of initial frozen bits saves one F/G each, but later nodes require ‘L’ F/G functions per node.

	Tsofun
	See our comment for Q3.

	Nokia
	Companies should also provide all relevant details of implementation related early termination schemes. 
E.g.: DL control: how UE triggers an early termination, exact positions of early termination, how UE reacts when there is no gNB transmission, transmission is not intended, and transmission is intended to the UE.  
Companies should provide complexity/latency details associated with implementation based early termination schemes. 
Companies should also study the overall latency savings and complexity savings of the early termination considering a UE assuming full set of blind decodes, which includes not only high code rates, but also lower code rates. 


	Huawei
	(1) Complexity and latency saving attributed to an early-termination-enabled SCL-8 decoder should be evaluated as baseline.
(2) To align with the LTE FAR requirement, the complexity & latency savings should be measured with the following types of the inputs to a decoder respectively:   
a) Pure noise 
b) Random-QPSK codeword + noise 
c) Codeword for other UE + noise 
d) Codeword for this UE + noise
An early-termination-enabled decoder has no knowledge about the type of input it is processing.

	Qualcomm
	1. The worst-case latency for the overall decoding chain
1. The additional complexity and latency and decoder optimization that is needed to support early termination and the associated hardware area impact.
1. Overall saving in the context of PDCCH blind decoding


	NTT DOCOMO
	1) The complexity/latency of encoding/decoding of the distributed bits should be considered.
2) The number of distributed/ appended bits should be considered.
3) The compatibility of encoding method of distributed bits for different channels (e.g., PDCCH, PUCCH, PBCH) and relevance with other topics (e.g. if the number of CRC can be easily changed)

	LG
	Companies should consider location of the assistant bits (e.g., PC or CRC) 

	Samsung
	1) It is reasonable that only computational complexity should be taken into account for early termination evaluation. Decoder scheduling should be designed by considering the worst case of latency (i.e. no early termination is triggered). For example, in turbo decoding, decoder configurations are designed based on the maximum number of iterations not the average number of iterations. Thus, only metrics for decoding complexity should be considered.
2) All possible DL environments should be included in the evaluation for the early termination techniques: no signals, random QPSK signals, and scheduled signals.

	NEC
	In addition to the points raised above by other companies, NEC feels that the SNR is important in this context. The probability of early termination would depend on the SNR; for e.g., at high SNR, number of erroneous frames will be less, which means that all the information bits would have to be decoded. Hence, early termination would not be triggered. So it may be taken into account in the evaluation when deciding if it is worthy enough to use early termination.

	CLX
	Consideration should be given to methods that accelerate the availability of early termination. The earlier assistance bits are introduced, whether PC or CRC or UEID in frozen bits, the greater the savings in latency/power expended interrogating blocks not intended for the present user.

	Intel
	Complexity and latency impact of distributed assistance bits should be taken into consideration. As we mentioned in response to Q6, we think the ET should be evaluated for the unintended transmission case.





Q5: what are the proposed metrics for complexity/latency calculation in early termination evaluations?
	Company
	Comments

	Ericsson
	We consider both decoder complexity and latency. 
Further, our view is that the savings of complexity and latency should be significant (e.g., >50% savings) to be worthwhile to explicitly support early termination feature. Otherwise, it is not worthwhile to change the Polar code construction. If some companies wish to use early termination, implementation based methods are available.

	Tsofun
	Latency is measured in “number of clock cycles” (clocks in short), complexity is measured in number of arithmetic operations (operations in short). 

	Nokia
	Since the frozen bits only take a very small part of the complexity/latency. The metric can be defined by only considering the information bits, so that it would be easier for companies to compare their results. The proposed metric for bit check based scheme including distributed CRC is:
(C – C1 - C2)/C
Where C is the complexity/latency to decode all the information bits. C1 is the complexity/latency of the decoded information bits before early termination. C2 is the complexity/latency introduced by the early termination scheme.
For distributed CRC, the deinterleaving is performed parallel with the decoding, so it nearly introduces no additional latency.
For the PM based scheme, the complexity of the frozen bits after the first information bit may need to be considered.


	Huawei
	: number of non-processed information bits due to an early termination during the ith block decoding attempt;  means that there’s no early termination occurrence during the ith block decoding attempt.
: number for non-processed frozen bits due to an early termination during the ith  block decoding attempt; =0 means that there’s no early termination occurrence during the ith block decoding attempt.
W: total number of block decoding attempts in this measurement
K: total number of information bits of this block 
F: total number of frozen bits after the first information bits of this block
Total Saved Computational Complexity Ratio (TSCCR)/ Early Termination Gain =


	Qualcomm
	Overall, it is very hard to quantify the exact latency of polar code given it naturally varies for each information bit and frozen bit based on different decoding architectures, etc. As a general guideline for early termination evaluation, some metrics may be of interest.
The following equation to get a sense of complexity and latency gain of early termination.
1. Impact on worst case latency:
0. Since the ET saving is probabilistic and may not be always there, the impact on worst case latency could have material cost on the actual UE complexity and power consumption. Worst case latency should be taken into account as an important metric for evaulation.
1. Average latency gain 
As discussed in Q3, the total cycles used for decoding from index 1 to i may be approximated to 2*i-2. The total cycles used as 2*i-2 when early termination happens at index i. The latency gain of early termination for SC can be approximated as:

    (SC)
where (2N-2) is the total cycles used for decoding. p(i) is the probality of early termininaiton happening at index i. The average saving is 2N-2 – (2i-2) where 2i-2 is the used clocks before early termination. Based on this, the latency gain of early termination for SCL is obtained by assuming alpha cycles for sorting candidate paths for non-frozen bits (alpha = 2 roughly as discussed in Q3). Latency approximation for SCL will be:

 (SCL)
Where K(i) is the number of information bits bits that are not visited due to early termination. 
1. Complexity gain 
Suppose the C(i) stands for the decoding complexity saving after the early termination at the ith bit. The complexity gain of early termination for SC is approximated as:

    (SC)
Where Nlog2N is the total decoding complexity for each test in terms of average complexity of f function and g function and p(i) is the probality of early termininaiton happening at index i.  
Based on this, the complexity gain of early termination for SCL can be approximated as:

 (SCL)
The average complexity of f funciton and g function is Q, the average complexity for sorting is 
1. PMF of early termination probability with respect to its location in u-domain should be a metric for evaluation. Since many companies have quite different views on how early termination gain should be calculated, it will be important to have the PMF of early termination probability as evaluation metric.

	NTT DOCOMO
	pi: The probability of early termination occurred at the ith bits
li: The latency for decoding the ith bits
ci: The complexity for decoding the ith bits
Total latency and complexity are calculated as follows.






	LG
	The gain due to early termination is caused by not processing some nodes among all the information and frozen bit nodes. 

	Samsung
	Early termination is evaluated by counting g/f function and sorting function calls in experiments, and we use following notations.  
Cg = Average number of g-function calls after all bits after the 1st info. bit 
Cf  = Average number of f-function calls after all bits after the 1st info. Bit
Cs = Average number of sorting operations for all info. bits 
Then, we think that Cf +Cg + xCs is reasonable metric to be considered as an average computational complexity, where x equals 0.5*L*(log2L+1)(log2L+2) for the bitonic sorting operation and can be about 20 if simpler sorting is employed.

	NEC
	Putting it simply, number of f and g operations should be counted along with sorting complexity. But sorting complexity is quite implementation-dependant since there are methods to simplify the sorting operation. For latency calculation, just considering the bit position in the decoding order at which early termination is triggered may be good enough; we may not need the number of clock cycles. Number of clock cycles depends heavily on the decoder implementation (there are methods in literature to optimize the decoding schedule which may be beyond the scope of this discussion).  

	CLX
	Energy consumption as represented by operations count.

	Intel
	Both complexity and latency gain should be considered. 



Q6: For what cases should the early termination evaluations be done? 
	Company
	Comments

	Ericsson
	We have observed that the following parameters significantly affect the evaluation results of early termination and should be considered.
a) Code rates. Use the following from PDCCH agreements and assumptions.
i. DCI size: 20 bits + 16 bits CRC; 60 bits + 16 bits CRC (both are according to DCI evaluation assumption in PDCCH AI)
ii. M = 96, 192, 384 and 768 bits. 
i. Agreement from PDCCH AI: CCE = 6 REGs; aggregation levels = {1, 2, 4, 8 }; one REG is composed of 12 REs in an OFDM symbol. 
ii. Further, it is assumed that DMRS poses 1/3 overhead (4 RE for one REG), leaving 8 REs available for carrying QPSK symbols of PDCCH in a REG. 1/3 overhead is according to the FFS bullet in PDCCH AI.
b) Rate matching patterns, e.g., 
i. “Natural”, “Bit-Reverse”, “Split-natural”
ii. Shortening, puncturing.

	Nokia
	We have a clear agreement in 3gpp for control channel simulation assumptions 

	Huawei
	NR control simulation assumption

	Qualcomm
	For latency/complexity evaluation, the rate matching impact still needs more discussion. So far, we haven’t been able to agree on the latency/complexity impact on shortened bits and there seems to be some different opinions, etc. 
We propose the following:
Evaluate early termination gain for M = N = 2^m to rule out rate matching impact.
If bit-rev shortening based rate matching is considered for evaluation, latency and complexity on such bit should be agreed on separately.
To make the saving meaningful, the focus should be on large aggregation level, low code rate cases, for example, focusing more on cases R <= 1/3 and 1/6.

	NTT DOCOMO
	The lowest coding rates (1/24) and shortest information block sizes (1, 2, 4, 8, 16, …) in the evaluation assumption of control channels are not necessary for the evaluation of early termination.
The information block sizes for evaluation are selected from {32, 48, 64, 80, 120, 200}
The information block sizes for evaluation are selected from {1/12, 1/6, 1/3, 1/2, 2/3}

	LG
	It is better to follow the PDCCH evaluation assumptions on DCI size, aggregation level, RS overhead, and so on.

	Samsung
	The agreed simulation assumptions for NR control channels are good starting point.
K = {32, 48, 64, 80, 120, 200}
R = {1/6, 1/3, 1/2, 2/3}

	NEC
	Agreed simulation parameters for NR control channel.

	CLX
	Previously agreed NR control channel simulation parameters.

	Intel 
	We agree with Ericsson that the ET evaluations should be for the DL PDCCH scenarios, considering that the main benefit is to help in the blind decoding in context of UE power consumption and average decoding latency. 
Moreover, the evaluations, including for FAR, should only consider an unintended transmission (which is what a UE would be doing most of the time in blind decoding), which would be Random-QPSK codeword + noise.




Q7 data sharing:
	Company
	Comments

	Qualcomm
	PMF of early termination probability with respect to its location in u-domain should be shared. 
Since many companies have quite different views on how early termination gain should be calculated, it will be important for companies to share the early termination statistics data, i.e., the PMF of early termination probability. 
That way, people can try to use that information to plug in their own equation to be able to achieve fair comparisons. Otherwise, we will never align ET gain values across different companies and not even align on the basic sanity check of different schemes

	Intel
	[bookmark: _GoBack]We think data sharing as described by Qualcomm could be a useful method in case we are unable to reach a timely consensus on latency/complexity modeling. 
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