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From RAN1 January Ad Hoc meeting in 2017 [1], the following agreements was made
Agreement:
· Shortening is applied before LDPC encoding when necessary
· Working assumption: Filler bits F are attached at the end of info block B to form vector U = [B F] 
· Can be verified at RAN1#88
· Vector U is the input to LDPC encoding
· The filler bits F are not transmitted

Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi,  is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported

From RAN1 #89, there was an additional progress on the number of redundancy versions

Working Assumption:
· The number of redundancy versions is at least 4
· FFS whether 8, 16 RVs should be available

In this contribution, we give further consideration of these current agreements toward specification of LDPC coding chain, with respect to the design of rate matching and the redundancy versions.
Description
A coding chain diagram and description is provided to clarify the understanding of the agreement. The Figure 1 shows the coding chain after segmentation from [2] which includes selection of number of filler bits and lift size. Here, the lifted graph is used to encode the information and filler bits according the LDPC code, and then the filler bits are punctured. Following that there is a potential re-ordering of these bits, before they are written into a circular buffer from which the final coded sequence of bits is selected.



[bookmark: _Ref481819485]Figure 1. Coding chain after segmentation

Considerations
Due to the placement of the re-ordering in the coding chain above, there are some important considerations which arise from this structure.
Frequency domain interleaving
First, it is important to understand the necessity of such a re-ordering from a fading diversity standpoint. For instance, if a frequency domain interleaver is implemented at a resource element (RE) level [3], significant diversity gains can be achieved without resorting to any re-ordering. Moreover, such an implementation is more amenable to high throughput implementations since the RE-level processing is highly parallelizable, fitting well with the parallelizable nature of LDPC codes.
Proposal 1: Frequency domain interleaving at the resource-element level should be implement first before considering whether bit re-ordering is needed.
More details have been provided in the study of [3], with an illustration of the performance given below.

[image: ]
Figure 2. Frequency interleaving gain from [3], including comparison with IntraCB interleaving

Re-ordering for decoding of subsequent RVs
In some cases, it may be possible to introduce re-ordering prior to the circular buffer so that each subsequent RV may be decodable on its own without combining with other RVs which may be previously received (or received in the future). For instance, one may introduce a re-ordering to distribute types of bits (e.g., systematic, parity, or HARQ parity), e.g., such as random permutation. An illustration is given in Figure 3 below, where we have the 1st transmission based on the non-reordered LDPC code, compared with two transmissions selected from the circular buffer after re-ordering, which are then separately and independently decoded. In the left figure, all codes are at rate 2/3 but the two magenta curves are obtained from re-ordering into the circular buffer and having two RVs which are non-overlapping. The blue curve corresponds to a rate 2/3 code obtained without reordering. The same is repeated on the right curve for rate ¾. Note that in this example, the two magenta RVs are generated from starting indices which result in non-overlapping bit selection sequences, although this is not always required. Tradeoffs between HARQ incremental redundancy gain and chase combining can be further evaluated.[image: ][image: ]
[bookmark: _Ref485669511]Figure 3. 1st Tx non-reordered (blue) vs 1st Tx-only or 2nd Tx-only with re-ordered (magenta)


Observation 1: Some re-ordering(s) can be considered to allow redundancy versions to be decoded separately without combining with other transmissions.
Parallelization and peak rate considerations
The lift sizes for the LDPC code in NR have been agreed to scale up to Z=384, which allows a large parallelization in the processing at the encoder and decoder. It is important that any re-ordering for consideration leverage this level of parallelization afforded from the design.
Proposal 2: If a re-ordering is introduced, it should be highly parallelizable or be able to accommodate very high decoding throughput for which the LDPC code is capable of achieving.
Second, it is important to understand the nature of the LDPC code structure agreed in [4] and the scaling of decoder throughput with code rate.
Agreement: 
Working Assumption from Jan adhoc is confirmed with modifications as follows: 
· A corresponds to systematic bits
· B is square and corresponds to parity bits
· The first or last column may be weight 1
· The non-zero value is in the last row and this row is weight 1 in B
· If there is a weight 1 column, then the remaining columns contain a square matrix such that:
· First column has weight three
· The columns after the weight three column have a dual diagonal structure (i.e., main diagonal and off diagonal)
· If there is no weight 1 column
· B consists of only a square matrix such that:
· First column has weight three
· The columns after the weight three column have a dual diagonal structure (i.e., main diagonal and off diagonal)
E.g.:
[image: ]
(end of agreement)
Due to the diagonal parity extension of the LDPC code, a significant benefit on hardware implementation is that transmissions at higher rates to do need require decoding the lowest rate mother code. This is very different from Turbo codes, and thus allows much of the energy and complexity savings to be realized from LDPC codes especially when operating at very high throughputs [5]. Thus, if a re-ordering is introduced which may require the decoding of a lower rate code, it is important to consider limiting its usage when operating at the peak rate.
Proposal 3: If a re-ordering is introduced, it should not result in a requirement where transmissions at higher code rates need to be decoded at very low (or mother) code rates when operating at or near the peak data rate.
Note that limited buffer rate matching is one common approach to achieving Proposal 3, whereby the mother code rate is limited when operating at the peak data rate.
Reverse-mapping for modulation
When employing chase combining of log-likelihood ratios resulting from the circular buffer implementation, particularly when operating under limited buffer rate matching, it can be advantageous to consider reverse-mapping the bits onto the modulation symbols. At the peak data rate, very high order modulation is in use and the difference in reliability across the LSBs and MSBs of the modulator mapping can be larger. Therefore, for subsequent retransmissions it can be beneficial for coded bits that were transmitted on LSBs for the 1st transmission to be mapped to MSBs if they are repeated on the 2nd transmission. We refer to this as reverse-mapping.
Below provides an illustration of the potential performance gains when there is a high code rate of 0.83 on the 1st transmission, followed by a retransmission from a circular buffer which is limited to mother code rate of 2/3. The 2nd retransmission is assumed to have the same number of coded bits as the 1st transmission.
[bookmark: _GoBack][image: ]
Figure 4. Performance with reverse-mapping on 256-QAM and 2/3 minimum code rate on circular buffer

Proposal 4: Reverse-mapping of coded bits on to modulation symbols, between 1st transmission and any repetition in subsequent transmissions, should be considered when applying limited buffer rate matching.
Conclusions
Proposal 1: Frequency domain interleaving at the resource-element level should be implement first before considering whether bit re-ordering is needed.
Observation 1: Some re-ordering(s) can be considered to allow redundancy versions to be decoded separately without combining with other transmissions.
Proposal 2: If a re-ordering is introduced, it should be highly parallelizable or be able to accommodate very high decoding throughput for which the LDPC code is capable of achieving.
Proposal 3: If a re-ordering is introduced, it should not result in a requirement where transmissions at higher code rates need to be decoded at very low (or mother) code rates when operating at or near the peak data rate.
Proposal 4: Reverse-mapping of coded bits on to modulation symbols, between 1st transmission and any repetition in subsequent transmissions, should be considered when applying limited buffer rate matching.
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