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1 Introduction
In RAN1#88 and RAN1#88bis the following were agreed with respect to the PDCCH search space design [1, 2].
Agreements:

· FFS details of mapping of NR-PDCCH in time and frequency, considering the following options:

· Frequency first mapping of REGs to CCEs, frequency first mapping of CCEs to search space candidate 

· Time first mapping of REGs to CCEs, time first mapping of CCEs to search space candidate

· Frequency first mapping of REGs to CCEs, time first mapping of CCEs to search space candidate

· Time first mapping of REGs to CCEs, frequency first mapping of CCEs to search space candidate

· Down-selection should be discussed, including of the number of supported option(s)
Agreement:
NR-PDCCH can be mapped contiguously or non-contiguously in frequency with localized or distributed mapping of REGs to a CCE (in the physical domain)

· Note: The number of contiguous REGs in the CCE needs further discussion. 
· Note: Localized/distributed mapping can be achieved without/with interleaving.
Agreements:
· A CCE may be mapped to REGs with interleaved or non-interleaved REG indices within a CORESET

· Definition of a REG bundle: The UE may assume that the same precoder is used for the REGs in a REG bundle and that the REGs in a REG bundle are contiguous in frequency and/or time 
· REG bundling per CCE is supported for NR-PDCCH
· FFS: Whether this applies to common search space

· FFS: Whether all REGs have DMRS or not
· FFS: Whether wideband precoding is supported and the definition of a REG bundle if it is supported

· FFS: whether REG bundle size is different for mapping of NR-PDCCH with or without interleaved mapping of CCE to REGs 

· FFS on REG bundle size

· FFS whether REG bundle size is configurable

This contribution continues on search space design aspects for PDCCH. 

2 Search space design for NR-PDCCH
2.1 Basic principles
CORESET allocation
For a EPDCCH-PRB-pair set, PRB-pair indication for EPDCCH is configured with a higher layer parameter indicating a combinatorial index as a function of total number of PRB pairs associated with the downlink bandwidth (
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) and the number of PRB-pairs corresponding to EPDCCH-PRB-set (
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 is configured by the higher layer signaling and has one of the values among {2, 4, 8}. Also, the number of EREGs per ECCE is specified as 4 or 8 depending on the system parameters such as CP length (NCP or ECP), subframe configuration. Consequently, the number of ECCEs for a given EPDCCH-PRB-set becomes always 2n and this configuration has a benefit to efficiently utilize resources for search space configuration supporting aggregation levels of 1, 2, 4, 8, and 16.

It was agreed that a CCE is defined as 6 REGs. With the same manner in EPDCCH, it would be desirable to consider the number of PRBs for a CORESET in the frequency domain (
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) to have K times of 6 PRBs. For example, K can be 2n, i.e., K={1, 2, 4, 8, 16, …}. This parameter setting can help to reduce signalling overhead for PRB allocation indication for a CORESET and efficiently use the resources.
Proposal 1: The number of PRBs for a CORESET allocation is K times of 6 RBs in the frequency domain where K is 2n.
Supported aggregation levels
At least the aggregation levels of AL=1, 2, 4, 8 can be a starting point for PDCCH search space design. This will also depend on the DCI format sizes and, similar to EPDCCH, AL of 16 NR-CCEs may also need to be considered to also account for the loss from worse channel estimation for distributed PDCCH transmissions relative to LTE ones while ensuring similar coverage to LTE.
The CCE aggregation levels can be different depending on the search space type (USS or CSS) and vertical scenarios (eMBB, URLLC, mMTC). For the CSS associated with initial access, the CCE aggregation levels can be fixed in the specification or can be indicated by SIB (if PDCCH schedules SIB1, respective CCE aggregation levels can be fixed in the specifications). For USS, CCE aggregation levels can be UE-specific and configured by higher layers. This can also account for reliability/latency requirements of a given traffic type, reduce UE power consumption, and decrease blocking probability as unlikely CCE aggregation levels can have fewer candidates [3, 5].
Table 2. LTE PDCCH candidates monitored by a UE
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	Aggregation level 
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	Size [in CCEs]
	

	UE-specific
	1
	6
	6

	
	2
	12
	6

	
	4
	8
	2

	
	8
	16
	2

	Common
	4
	16
	4

	
	8
	16
	2


Observation 1:  For CSS, NR aggregation levels can be either fixed in the specifications or configured by system information.

Observation 2: For USS, NR aggregation levels can be UE-specific.
Number of candidates per aggregation level

Table 2 shows the number of candidates per CCE aggregation level monitored by a UE in LTE PDCCH. Blind decoding complexity basically depends on total number of candidates and the number of DCI formats with different payload sizes to be monitored. Larger numbers of candidates give more flexibility in PDCCH scheduling and can achieve more diversity gain but UE power consumption increases when a UE always monitors a maximum number of candidates. Therefore, it can be beneficial to allow for a sufficient number of candidates to minimize blocking probability while at the same time enabling a UE to limit the number of blind decoding operations when the maximum one is not needed. A search space structure based on a ‘hierarchical search space’ may be considered if an increase in blocking probability is deemed to have immaterial impact particularly to UE power consumption [4].
Search space assignment procedure
In LTE, the (E)PDCCH search space is defined as shown in Table 3. A UE finds its own USS from the combination of UE-ID (such as C-RNTI) and subframe index. RNTI has a role to designate specific locations of search space to a UE and randomize blocking probability in a subframe. The subframe index makes a USS location vary per subframe and this enables avoiding blocking among same UEs in consecutive subframes. Both of these LTE USS properties offer desirable functionalities and should be maintained in the design of USS in NR. Locations of LTE CSS PDCCH candidates can be predefined and this provides desired functionalities of having commonality among UEs and prioritizing CSS PDCCH over USS PDCCH. The LTE CSS properties should also be maintained in the design of CSS in NR. 
Table 3. LTE (E)PDCCH assignment procedure
	Type
	Definition of search space S(L)K

	PDCCH
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Proposal 2: USS is defined as a function of at least UE-ID and slot index. CSS locations are predetermined.

Regarding the search space assignment type, both consecutive and distributed CCE allocations can be considered as shown in Figure 1. In LTE, PDCCH basically follows consecutive assignment while EPDCCH follows distributed assignment. The CCE assignment method can impact the blocking probability. Further study is necessary, in conjunction with a possibility to support a hierarchical search space, by analyzing trade-offs of each scheme and whether to down-select or support both.
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Figure 1. Example of search space assignment for AL=2
Proposal 3: Consider both consecutive and distributed CCE assignments for further study.
2.2 Search space design aspects
Hierarchical structure
In LTE, a UE monitors multiple PDCCH candidates with different CCE aggregation levels in a CSS and in a USS. A USS can be derived as a function of the UE RNTI and the subframe index. The function also results to some randomization on the starting CCE index for different aggregation levels for the same UE. An example of LTE search space is shown in Figure 2. After resource mapping, the REGs/CCEs of the corresponding PDCCH candidates are substantially distributed over an allocated BW (full DL BW for PDCCH, PRB sets for EPDCCH) and over all OFDM symbols in the control region. 
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Figure 2: Example of LTE PDCCH Search Space

DMRS re-use across multiple aggregation levels can, in principle, help reduce channel estimation complexity and UE power consumption for blind decoding operations of different CCE aggregation levels. CRS based PDCCH in LTE enables seamless re-use of channel estimates since the channel estimation for the whole control region can be done at once. As in several other design considerations, NR should enable UE modem power consumption reduction for monitoring PDCCH and should not use designs that actually increase UE power consumption. 

For DMRS based PDCCH, channel estimation may be done with the unit of PRB or multiple PRBs and hence decoding each candidate requires dedicated channel estimation within that PRB. This contributes to UE modem power consumption (FFS how much). UE complexity is not an issue for channel estimation related to PDCCH demodulation as the UE will need to demodulate PDSCH over a potentially much larger BW. Depending on the search space structure, the possibility of re-using DMRS may be different. 
There is trade-off between channel estimation re-use and blocking probability for hierarchical search space. Figure 3 shows some examples of hierarchical search space structures. For Alt. 1, the search spaces corresponding aggregation levels are fully overlapped, while, for Alt. 2, the search spaces corresponding aggregation levels are partially overlapped. Alt 1 can maximize the channel estimation re-use but has higher blocking probability and low flexibility in search space configuration. On the other hand, Alt 2 can reduce blocking probability at the expense of loss in channel estimation re-use. 
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Alt. 1. Fully nested search space structure
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Figure 3. Examples of hierarchical search space structure
It can be easily observed that the number of CCEs to be processed for separate channel estimation can be reduced by a significant factor compared to PDCCH/EPDCCH in LTE. In general, by restricting resources in a control region for locating a USS, e.g., by not independently distributing PDCCH candidates over the full control region BW, the probability of CCE overlap among multiple PDCCH candidates increases. For example, for the LTE USS, the maximum number of CCEs to be processed for channel estimation is 42. With Alt 1, this can be reduced to 16 by using a hierarchical search space where CCEs for the lower aggregation levels (1, 2, 4) are subsets of (16) CCEs for the largest aggregation level (8). The exact amount of reductions will however depend on the number of CORESETs a UE is configured to monitor, on the number of candidates per CCE aggregation level per CORESET, and on the exact search space design and is expected to be larger than shown in FIGURE 3.
Observation 3: Restricting the location of CCEs to define a search space can generally reduce a number of channel estimates a UE needs to obtain. 
On the other hand, restrictions in locations of PDCCH candidates increase the blocking probability for PDCCH transmissions. As agreed, blocking probability should be considered in the PDCCH design. Further, as power consumption for PDCCH decoding operation from a blocked UE in a slot is considerably larger than power savings from a somewhat reduced number of channel estimations, even an increase in blocking probability that is substantially smaller than a decrease in channel estimations a UE needs to perform per slot can be enough to offset a potential UE power saving. For example, a 30% reduction in the average number of channel estimates per slot may not offset, in terms of UE power consumption, an increase in blocking probability from 5% to 10%. Further, before exactly assessing reduction in channel estimation complexity and impact on blocking probability from a search space structure using principles of a hierarchical search space, the DMRS structure, the CCE-to-REG mapping and the PDCCH-to-CCE mapping, typical numbers of CCEs per CORESET, and typical usage distributions for CCE aggregation levels need to be finalized as they directly affect blocking probability and/or channel estimation complexity. Based on the LTE search space design (PDCCH, EPDCCH, MPDCCH, NPDCCH), this can be one of the last aspects in the specification of DL control channels.
Observation 4: An increase in PDCCH blocking probability can offset potential UE power savings from a reduced number of channel estimations per slot.
Proposal 4: Consider search space structures based on restricted CCE locations for different CCE aggregation levels after finalizing the DMRS design, the CCE-to-REG mapping, the PDCCH-to-CCE mapping, and typical numbers of CCEs per CORESET.
3 Conclusion

This contribution discussed the basic principles on NR-PDCCH search space design and treat remaining FFS issues according to the agreement in the previous RAN1 ad-hoc meeting. Following proposals were made as below.
Proposal 1: The number of PRBs for a CORESET allocation is K times of 6 RBs in the frequency domain where K is 2n.

Proposal 2: USS is defined as a function of at least UE-ID and slot index. CSS locations are predetermined.
Proposal 3: Consider both consecutive and distributed CCE assignments for further study.
Proposal 4: Consider search space structures based on restricted CCE locations for different CCE aggregation levels after finalizing the DMRS design, the CCE-to-REG mapping, the PDCCH-to-CCE mapping, and typical numbers of CCEs per CORESET.
Also, following observations were captured.
Observation 1: For CSS, NR aggregation levels can be either fixed in the specifications or configured by system information.

Observation 2: For USS, NR aggregation levels can be UE-specific.
Observation 3: Restricting the location of CCEs to define a search space can generally reduce a number of channel estimates a UE needs to obtain. 
Observation 4: An increase in PDCCH blocking probability can offset potential UE power savings from a reduced number of channel estimations per slot.

References
[1] RAN1 Chairman’s notes, 3GPP TSG RAN WG1 Meeting#88
[2] RAN1 Chairman’s notes, 3GPP TSG RAN WG1 Meeting#88bis
[3] R1-1710700, “PDCCH Design for URLLC”, Samsung
[4] R1-1710693, “CORESET Configurations”, Samsung
Page 2

[image: image1.wmf]DL

RB

N

[image: image14.png]AL=1
AL=2
AL=4
AL=8

CCE1 CCE2 CCE3 CCE4 CCES CCE6 CCE7 CCE8 CCE9 CCOEl CClEl CCEL CCE CS‘El C(;El CCGEl
CCE1 CCE2 CCE3 CCE4 CCES CCE6 CCE7 CCE8 CCE9 ear CCEL CCEL e = CCEL CCEL
0. 1 2 3 4 S 6
CCET CCET CCET CCE1 CCE1 CCE1 CCE1
CCE1 CCE2 CCE3 CCE4 CCES CCE6 CCE7 CCE8 CCE9 0 1 P 3 2 5 6
CCE1 CCE2 CCE3 CCE4 CCES CCE6 CCE7 CCE8 CCE9 CCOEl CClEl CCzEl C%El CS‘El C(;El CCGEl




_1415445531.unknown

CCE0
CCE1
CCE2
CCE3
CCE4
CCE5
CCE6
CCE7
CCE8
CCE9
CCE10
CCE11
CCE12
CCE13
CCE14
CCE15
CCE0
CCE1
CCE2
CCE3
CCE4
CCE5
CCE6
CCE7
CCE8
CCE9
CCE10
CCE11
CCE12
CCE13
CCE14
CCE15
Consecutive assignment
AL=2
Distributed assignment



_1554993446.unknown

_1423028135.unknown

_1414482053.unknown

_1344713052.unknown

