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Introduction
In RAN1#88 meeting, an agreement was reached to adopt Polar codes for both UL and DL control channels in NR (except for very small block lengths where repetition/block coding may be preferred).  
Design of Polar codes typically assumes that each bit of a coded block goes through an identically distributed underlying binary-input discrete memoryless channel (BI-DMC).  While this assumption is true for AWGN channel, it does not necessarily hold when modulation schemes of order higher than QPSK is employed, for example, in UCI transmissions through PUSCH, different code bits may experience BI-DMC of different qualities.   
This contribution studies the performance of polar codes when using higher modulation schemes with focus on 16-QAM. It compares the performance for different mappings from coded bits to modulated symbols.  
Performance for higher modulation schemes
Theory
For higher modulation schemes such as 16QAM and 64QAM it is possible to protect some groups of bits better than others. This is achieved by using a suitable bit-labelling. The bit-labelling is explained below. The information bit ordering schemes of Polar codes are typically designed based on the assumption that all bits experience the same protection level. It is however possible to take advantage of the knowledge of the different protection levels by using a suitable information bit ordering scheme. 
0. Bit-labelling
Figure 1 shows one possible bit-labelling for a 16QAM constellation. With this labelling the protection levels of the bits  , forming a 16QAM modulation symbol are:  .
[bookmark: _Ref477886382][image: ]
Figure 1. Bit-labelling for 16QAM constellation


0. Bit-Mappings
For 16QAM there are 2 different reliability levels. A bit-mapping is obtained by deciding which bit positions have higher reliability due to the modulation than others. In the following, ‘G’ is written at code bit position  if the bit is placed in a higher reliability position, and ‘B’ at position  if it is placed in a position with lower reliability. If the bit-labelling is fixed to the constellation shown above, then by mapping the coded bits to specific positions before the modulation, it is possible to control which bit positions experience a higher reliability and which have a lower reliability and thus define a bit-mapping. At the decoder, the bits are mapped back to their original position in the codeword. 
A bit-mapper is in effect an bit interleaver. The bit-mapping that results from a natural interleaver yield the mapping pattern: “GGBBGGBBGGBB…GGBB”. In this case, groups of   bits experience the same reliability. Similarly, groups of  bits experience the same reliability when the mapping is “GGGGBBBBGGGGBBBB ….”.  The following mappings are investigated in this contribution:
1. Map- grouping together  bits with same reliability level. Here , where  denotes the mother code length.
2. Mapping obtained through random interleaving
3. Mapping obtained through rectangular interleaving with depths 5 and 11, where 

The rectangular interleaver with depths 5 and 11 have shown good performance when transmitting over fading channels, see [4]. For fading channels coded bits experience higher and lower reliability depending on whether they are transmitted during a deep fade or not. This is similar to the transmission with different reliabilities using higher order modulation schemes over AWGN except that the locations of high and lower reliability are known a priori in the latter.

0. Methods of Generating Information Set
Two methods of generating an information set of size  for a polar code of length  are considered. One of them is fixed while the other considers the fact that the bits forming one modulation symbol have different protection levels when using higher modulation schemes. 
1. PW Sequence [1]:  The info set is chosen according to the -expansion formula with .

1. BER-based:  The info set is formed by the indices of  bit-channels with the smallest bit-error rates from a successive decoder (SC) when all previously decoded bits are assumed to be correct.
It was shown in [3] that for mapping “Map-2” above using the BER-based method can be significantly better than using the PW Sequence method.  Here we investigate the performance of other mappings as well.
In order to isolate the issue of puncturing pattern design, in this study, only Polar code sizes  are considered, hence requiring no puncturing after encoding.

Simulations
[bookmark: _Ref477885410]In this section, we present numerical results to compare the performance when using the above mappings together with the methods to generate information bit ordering sequences.

[bookmark: _Ref462125875]Settings 
The additive Gaussian noise is added with variances derived from the specified .  A standard Successive Cancellation List (SCL) decoder is used for all simulations based on the following parameters:
· CA-Polar with =16+3 bit CRC. 
· The decoder uses the 19 CRC bits to select the best code-word from the final list. 
· List sizes:  = 8.
· Rates R = 1/6, 1/3, ½, 2/3, where , where  is the number of data bits excluding CRC, and  is the number of coded bits transmitted over the channel.
· Decoder rate:  
· CRC polynomials is given by [3]:

.
· Modulation:  16QAM
· Blocklength:  N = 128, 256	


0. Results
Simulation results according to above settings are shown below in Figure 2 to Figure 9.  Figure 2 to Figure 5 show the performance of different bit mappings with the PW information sequence.  As shown, most of the bit mappings perform the same under PW sequence, except for Map-2 which yields the worse performance.  The difference among Map-2 and other mappings reduces as the code rate increases.  The performance can be substantially enhanced either by optimizing the information sets (via the BER method) or by changing the bit mapping, for example, to a random mapping or to a rectangular interleaving pattern with prime depths.
As shown in the appendix, random interleaving does not always yield the best performance, especially at small block lengths (e.g. ).  However, as the block length increase, the achievable gain over the random interleaving seems to diminish especially at high code rates. For larger block lengths (e.g. , 256), we observe that interleaver that performs well for fading channels often performs well as a bit mapping for 16-QAM. 
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[bookmark: _Ref485512373]Figure 2. Performance for R = 1/6, N = 128 using 16QAM modulation and different mappings
[image: ]

Figure 3. Performance for R = 1/3, N = 128 using 16QAM modulation and different mappings 
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Figure 4. Performance for R = 1/2, N = 128 using 16QAM modulation and different mappings
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[bookmark: _Ref485512405]Figure 5. Performance for R = 2/3, N = 128 using 16QAM modulation and different mappings 

Figure 6 to Figure 9 show the performance of different bit mappings at different rates for .  In this case, there is littler performance difference among different “Map-” bit mappings with PW information sequence.  However, changing the bit mapping to a random interleaver or a rectangular interleaver with depths 5 or 11 substantially improves the performance.  In particular, the intereleaver depth 5 seems to perform well for different block lengths and code rates and achieves performance close to the random interleaver.
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[bookmark: _Ref485513480]Figure 6. Performance for R = 1/6, N = 256 using 16QAM modulation and different mappings 
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Figure 7. Performance for R = 1/3, N = 256 using 16QAM modulation and different mappings 
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Figure 8. Performance for R = 1/2, N = 256 using 16QAM modulation and different mappings 

[image: ]
[bookmark: _Ref485512375]Figure 9. Performance for R = 2/3, N = 256 using 16QAM modulation and different mappings 

In summary, we have the following observations.

Observation 1 When the information sequence can be adjusted for a bit mapping, the performance is not sensitive to the choice of the mapping investigated above.
Observation 2 When a fixed information sequence (e.g. the PW-sequence) is used, the performance is sensitive to the choice of the mapping (more than 1 dB difference among different mappings for low code rates).
Observation 3 An interleaver that performs well with fading channels tends to provide a good mapping for 16-QAM as well at moderate-to-large block lengths.
Observation 4 The rectangular interleaver with depth 5 in particular shows a good performance as a bit mapping for 16-QAM across different block lengths and code rates.

Conclusions
In this contribution, we studied different mappings from coded bits to modulation symbols when higher order modulation is used. Based on the simulation results, we made the following observations and proposals:

Observation 1 When the information sequence can be adjusted for a bit mapping, the performance is not sensitive to the choice of the mapping investigated above.
Observation 2 When a fixed information sequence (e.g. the PW-sequence) is used, the performance is sensitive to the choice of the mapping (more than 1 dB difference among different mappings for low code rates).
Observation 3 [bookmark: _GoBack]An interleaver that performs well with fading channels tends to provide a good mapping for 16-QAM as well at moderate-to-large block lengths. 
Observation 4 The rectangular interleaver with depth 5 in particular shows a good performance as a bit mapping for 16-QAM across different block lengths and code rates.
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1. Appendix
In this appendix, we compare performance of all possible bit-mappings for the case with a short block length   There are a total of 70 possible bit mappings for .  For each possible mapping, an optimized information set is computed.  According to the different information sets so derived, all possible mappings can be divided into 3 groups.

	
	Bit Mappings
	Information sequence

	Group 1
	GGBBGGBB, BBGGBBGG, GBBGGBBG, BGGBBGGB
	8-7-4-6-3-5-2-1

	Group 2
	GBGBGBGB, BGBGBGBG
	8-6-7-4-2-5-3-1

	Group 3
	All other mappings
	8-7-6-4-5-3-2-1



Figure 10 and Figure 11 shows the performance of different groups of mappings with associated optimized information sequences.  As shown, Group 1 consistently provides the best performance and can significantly outperforms the random interleaver at this short block length.


[image: cid:image004.png@01D2D3E1.F3DB3EE0]
[bookmark: _Ref485514261]Figure 10. Performance of different groups of bit mappings with 16QAM modulation 
for K=3,5,6, and N = 8 using optimized information sets
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[bookmark: _Ref485514262]Figure 11. Performance of different groups of bit mappings with 16QAM modulation 
for K=2,4,7, and N = 8 using optimized information sets
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