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Introduction
A companion paper [1] proposes a scheme for allocating localised and distributed resources for the proposed OFDMA based downlink for UTRAN LTE. To minimise interaction between localised and distributed users, the proposal involves structuring the tones allocated to distributed users to lie within certain time/frequency chunks. An example of this is shown in Figure 1. In the figure, every 2nd chunk is allocated for distributed users, and the red user is allocated a certain proportion of each distributed chunk. Further examples are given in [1]
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Figure 1 Structured distributed resource allocation (Note that the allocated resource would in practice be distributed within the distributed chunks, rather than contiguous as is implied in the figure)

Note that the figure is somewhat indicative in that the tones allocated to a user in a specific distributed chunk need not be contiguous but can rather be distributed within the bounds of the chunk.

This contribution compares the performance of the proposed scheme with a reference. The reference is a truly random distribution of tones to distributed users, as indicated in Figure 2. The reference scenario requires localised users to have a knowledge of the allocations to distributed users.
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Figure 2 Illustration of the reference distributed resource allocation (allocation A).
Simulations

A total of 7 scenarios were simulated, as follows:

Scenario 1: 10MHz terminal allocated 25 tones (1 chunk). All TF chunks within the 10MHz bandwidth allocated to distributed users.
This scenario represents the situation where there is a large number of distributed users each of which has a small allocation.

Scenario 2: 10MHz terminal allocated 200 tones; chunks 1 and 3 of each 1.25MHz allocated to distributed users across the full 10MHz.
This scenario represents the situation where there is a low number of distributed users, with medium allocation size.
Scenario 3: 10MHz terminal allocated 400 tones; chunks 1 and 3 of each 1.25MHz allocated to distributed users across the full 10MHz.

This scenario represents the case of a single 10MHz distributed user with a large allocation.
Scenario 4: 10MHz terminal allocated 25 tones; distributed users are allocated 3 chunks within 1.25MHz only.
This scenario represents a situation in which there is a low number of distributed users with low payload size. In this case, only 3 chunks in the 10MHz are allocated to distributed users, whilst the reference case is to spread the distributed users tones across the full 10MHz.

Scenario 5: 10MHz terminal allocated 25 tones; distributed users are allocated 2 chunks within 1.25MHz only.

This scenario represents a situation in which there is a low number of distributed users with low payload size. In this case, only 2 chunks in the 10MHz are allocated to distributed users, whilst the reference case is to spread the distributed users tones across the full 10MHz.

Scenario 6: 1.25MHz terminal allocated 25 tones; distributed users are allocated 2 chunks within 1.25MHz only.

Scenario 6 is similar to scenario 5; i.e. a low number of distributed users. However in this case the reference is also only distributed across 1.25MHz, since the terminal has only 1.25MHz bandwidth.

Scenario 7: 1.25MHz terminal allocated 50 tones; distributed users are allocated 2 chunks within 1.25MHz only.

In scenario 7, a single low bandwidth user is allocated 2 distributed chunks within the 1.25MHz bandwidth.

The aim of defining these scenarios is to gain an insight into the effects of the ordering for the cases of a large number of distributed users, a low number of distributed users and with wide and narrow bandwidth terminals.

Simulation assumptions are shown at the end of the paper

Simulation Results
In the following plots, A denotes the reference physical resource allocation, and B denotes the proposed physical resource allocation.
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[image: image9.emf]Scenario 3 - Typical Urban 3km/h
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[image: image15.emf]Scenario 5 - Typical Urban 3km/h
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[image: image18.emf]Scenario 6 - Typical Urban 3km/h
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[image: image21.emf]Scenario 7 - Typical Urban 3km/h
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Conclusions

According to the above results,
· Where there is a large number of distributed terminals or a single terminal with a large distributed payload, the performance of the proposed structured distributed scheme is more or less equivalent to the reference

· For low bandwidth terminals, performance of the structured distributed scheme, performance is similar to the reference

· Where there is a low number of distributed terminals, with low payloads but higher bandwidths, then there is a performance degradation of up to 2 dB with the structured distributed scheme compared with using the full scheme over a wide bandwidth.

Where there is a performance degradation, it should be noted that it is limited to a small number of distributed users with low data rate services (if such a user group is present) and so the system impact will be small. Furthermore, the impact could be mitigated by aggregating as far as possible distributed users into certain subframes, since degradation only occurs where there is a low number of distributed users in the same subframe. Furthermore the performance loss must be compared against the increase in signalling overhead that is require for the reference scheme, in which localised users have to know the resource allocations made for distributed users.
Thus as a general conclusion, structuring the locations of tones for distributed users as described in [1] does not lead to a significant performance degradation in most cases, however enables a simply unified resource allocation signalling scheme.

Simulation assumptions

Simulation assumptions are in line with those of [2] with the addition of the following parameters:

	Parameter
	Value

	Resource allocation size for localised / distributed users
	375 kHz (25 tones)

	Modulation
	QPSK, 16QAM, 64QAM

	Coding rate
	0.4

	Channel Model
	Typical Urban, 6 ray 3, 30, 120 km/h

	Channel Estimation
	Ideal
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