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1. Introduction

The use of OFDM for the E-UTRA downlink enables e.g. scheduling and link adaptation in the frequency domain. Support for these techniques however implies signaling overhead. They thus need to be justified by significant performance improvements. This paper investigates the performance benefits of quality-based frequency domain scheduling. These depend on the frequency domain variation of the radio channel, which in turn depends on the antenna configuration. Therefore, scenarios with different antenna configurations are covered. Note that non-quality-based frequency domain scheduling is needed to multiplex UEs with limited amounts of data to transmit or with limited bandwidth capabilities. This paper is organized as follows. Scheduling principles are presented in Section ‎2, followed by models and assumptions in Section ‎3, and numerical results in Section ‎4. Conclusions are drawn in Section ‎5. 

2. Scheduling Principles

Three scheduling principles are considered:

1) Round-Robin (RR).

2) Proportional Fair in the Time domain (PFT).

3) Proportional Fair in the Time and Frequency domain (PFTF).

Using RR, with N active users (with data in their buffers), a users is scheduled every Nth resource block. Channel quality is not considered in the scheduling decision. With PFT, in each TTI and for each active user a relative quality metric is calculated as the ratio between the user’s estimated instantaneous data rate (summed over streams when MIMO is used) and the mean data rate. The user with the highest relative quality metric is allocated all the resource blocks in the TTI. PFTF works in a similar way, but the relative quality metric is calculated per resource block, and the resource block is allocated to the user with the highest relative quality metric for that resource block. 

3. Models and Assumptions

The scheduling principles are evaluated by means of system level simulations. Models and assumptions are summarized in Table 1. The models differ somewhat from those proposed in ‎[1], e.g. a smaller system size is assumed, rendering optimistic absolute numbers. This is however not expected to affect the relative comparison of the scheduling principles.

Table 1. Models and Assumptions

	Traffic Model
	Full-buffer

	# Users per sector
	10

	User mobility
	10m/s

	System layout
	1-reuse, 7 omni-sector sites 

	Distance attenuation
	31.5 + 35*log(d) [dB], d = distance in meters

	Shadow fading
	8dB

	Channel profile
	Spatial Channel Model, Suburban Outdoor

	Cell radius (=ISD/(3)
	1000m – 5000m

	Output power
	80W

	Bandwidth
	20MHz

	MIMO scheme
	2-stream Per Antenna Rate Control (PARC)

	Receiver
	Interference Rejection Combining (IRC) with or without Successive Interference Cancellation (SIC)

	Link Adaptation
	Single MCS per user and TTI, No Hybrid ARQ Type II/III 

	CQI reporting
	Instant, error-free
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Figure 1. Capacity per site and 5th percentile user throughput versus cell radius, 1x2 IRC. 
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Figure 2. Capacity per site and 5th percentile user throughput versus cell radius, 2x2 PARC, IRC with and without SIC.

4. Numerical Results

The scheduling algorithms are evaluated in terms of site capacity and 5th percentile user throughput versus cell radius. Figure 1 shows such results for the case of a single transmit antenna and a 2-branch IRC receiver. It is seen that the PFTF scheduler yields a 30-40% gain over the PFT scheduler, which in turn is only marginally better than the RR scheduler. This is because per resource block the variations in relative channel quality are quite large, but averaged over the 20MHz bandwidth the variation is greatly reduced, resulting in small scheduling gains. For smaller bandwidths the difference between PFTF and PFT would reduce.

Figure 2 shows similar results for a scenario with 2x2 PARC MIMO. Results for an IRC receiver both with and without SIC are shown. It is seen that in all cases significant frequency domain scheduling gains are achieved. PFTF is some 30% better than PFT in capacity, and 50% in 5th percentile user throughput for both receiver types. It may be noted that the 5th percentile values are lower than in Figure 1. This is because transmitting two streams is sometimes worse than one for low SNRs. Using Selective PARC (S-PARC) mitigates this.

5. Conclusions

The presented results indicate that with several simultaneously active users, the potential gains of quality-based frequency domain scheduling are substantial for a set of antenna and receiver configurations. Frequency domain scheduling is also needed for multiplexing UEs with small traffic volumes, not filling the entire bandwidth, and UEs with limited bandwidth capabilities. Basic support for multiplexing users in the frequency domain is thus a requirement for E-UTRA. To support quality-based frequency domain scheduling, the extra overhead required is frequency domain channel quality reporting. The achievable gains in different traffic scenarios should be compared to this overhead to decide to what extent E-UTRA should support frequency domain scheduling. 
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