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Introduction
NR-IAB (Integrated Access and Backhaul) is a new NR study item that is led by RAN2 and aims to enable NR backhaul link operation. There are already several agreements and proposals, by different working groups, and for various aspects of NR-IAB, where Section 2 provides a summary of the most important ones. 
In this contribution (Section 3 and 4), we present our view on the fundamental aspects of the physical and MAC layer design of NR-IAB. We identify aspects that can leverage the NR access design with no or minimal modifications, and those that may need further study and potentially new designs.

NR IAB agreements
SA1 [1] has initially defined various requirements for self-backhauling, including flexible resource partitioning between access and backhaul, and support of multi-hop wireless self-backhauling among. 
[2] proposed a WF on NR IAB in RAN1-86, concluding:
	· Mechanisms for joint operation of backhaul link and access link should be studied by NR, including
· Study dynamic resource allocation among backhaul and access links, including TDM and FDM and SDM approaches under half-duplex constraint 
· Study multi-hop backhauling and multi-site connectivity in backhauling 
· Mechanism for integration of new TRPs/RNs carrying integrated backhaul and access functionalities
· Mechanisms for discovery and management of backhaul links for the connected TRP/relay nodes (if supported) with integrated backhaul and access links
· Other aspects/functionalities such as forward compatibility to study full duplex operation on backhaul and/or access links are FFS
· RAN1 should strive for a common mobility handling and beam management framework for mobile TRP/relay nodes (if supported) carrying joint operation of backhaul and access functionalities and the usual UEs



More recently, RAN2-NR-AH1801[3] achieved the following agreements: 
· The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded.
· Common architecture supports both in-band and out-of-band IAB scenarios.
· NR access over NR backhaul is studied with highest priority
· In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported (This agreement does not exclude full duplex from being studied by RAN1)
· The IAB design should minimize the impact to core network specifications

Standardization of NR-IAB in RAN1
We note that the NR-IAB design should be based on the NR access design. In other words, NR BH (backhaul) link should use the same design and technology as the NR AL (access link) to the maximum possible extent. This has been indeed one of the objectives of integrating backhaul and access, so that both BH and AL can coexist using the same technology and potentially same resources (i.e. in-band relays). Moreover, we notice that:
· NR (rel-15) access is designed with many flexibilities, that can also support BH link.
· There are limited time units allocated for NR-IAB SI
Proposal 1: RAN1 should strive for a common design, as NR access, to support NR backhaul links. 

A typical IAB network is demonstrated in Figure 1.
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With reference to the above figure, we use the following terminologies in this document:
· IAB-donor: A RAN-node that provides UE’s interface to core network and wireless backhauling functionality to IAB-nodes.
· IAB-node: A RAN-node that provides IAB functionality, i.e. access for UEs combined with wireless self-backhauling capabilities. An IAB-node may have two roles:
· ANF: access node function, e.g. gNB or gNB-DU with a MAC scheduler, which schedules the UEs and other IAB-nodes under its control. 
· The UEs and other IAB-nodes that are under control of an IAB-node are called its child nodes. 
· UEF: UE function, i.e. the IAB-node acts as a UE which is controlled and scheduled by the IAB-donor or another IAB-node.
· The donor or another IAB-node who controls and schedules the IAB-node is called its parent node.

An AL (access link) is terminated by an access node (gNB) on one side and a UE on the other side. In IAB, a BH link is terminated by two access nodes. Following proposal 1, Figure 1, and to be able to reuse AL design to support BH, one side should function as an access node (AN-F: access node function), while the other side functions as a UE (UE-F: UE function). When the roles (AN-F/UE-F) of two IAB-nodes over a BH link are well-defined, the resulting hierarchy makes [most of] the AL designs readily applicable to the BH link. 
We assume (AN-F/UE-F) assignment is handled, potentially along with topology, routing and resource management, by upper-layer procedures and signalling. Our companion contributions [4] and [5] discuss such management procedures.  
Although we desire to reuse NR access design for NR BH, not necessarily all the design aspects of AL are feasible or suitable for BH. This stems from the differences of access and BH at both link-level and system-level. 
At the link-level, an IAB-node may have different (and more capable) components than the typical UEs; e.g. IAB-node may have larger antenna arrays, more TX power, better power amplifiers (PA), etc. A backhaul wireless channel has different characteristics than typical access links; e.g. no or limited mobility, or more favourable characteristics (like higher LOS probability, lower pathloss, less severe scattering) are expected for BH links – especially if IAB-nodes are planned. Performance requirements of BH could also be more stringent than AL; e.g. BH operations naturally require higher reliability. 
At the system-level, IAB network is also different from the access network. In IAB, we may have multi-connectivity (i.e. an IAB-node may be served by multiple other IAB-nodes), and typically we have multi-hop. Also, an IAB-node must communicate with one or multiple other IAB-nodes, while serving its own UEs. On the other hand, there are aspects that can simplify IAB network operations; e.g. the BH network is mostly static and consists of a limited (and usually fixed) number of IAB-nodes, unlike the access network that is generally very dynamic with many UEs moving throughout the network. 

Observation 1: access and backhaul have several differences at both link-level and system-level.

Due to such differences, there may be some minimum changes needed to support NR BH. That is, there may be some new aspects required to enable NR BH, or some aspects may need modification of the NR access design. There are also opportunities to enhance the design for BH (IAB). 
Given the limited time budget, design and standardization effort should be kept at the minimum. Hence, we must identify the aspects that require new or modified design and postpone the enhancements.

Proposal 2: RAN1 should identify the aspects of NR-IAB that require a new design or a modification of the NR access design. RAN1 should deprioritize any design optimization for NR-IAB. 

Design Considerations for NR-IAB
In this section, we go over the main aspects of the NR-IAB design to identify where a new or modified design may be needed.
RAN2 [3] agreed that both standalone (SA) and non-standalone (NSA) deployments (see Figure 2) shall be studied for backhaul links. While SA and NSA may have different implications on the upper-layer designs, from lower layer (RAN1) perspective SA is the more challenging mode of operation. In other words, a design that supports SA will also support NSA. However, NSA allows for some optimizations through network adaptation and indication. As an example, NR rel-15 provides a detailed design of the procedure and configurations to support initial acquisition of the UEs in SA mode (e.g. resources and configurations of synchronization signals blocks (SSBs) to be transmitted periodically). Although the same design would be sufficient for NSA UEs, NR rel-15 allows the network to adopt a modified configuration (e.g. different SS burst set periodicity, different subcarrier spacing (SCS) of SSBs, indication of a measurement window) and provide the relevant indication signalling to the NSA UEs, in order to enhance the procedure. In this document, we focus on SA mode and leave NSA optimizations for future study. 

[image: ]
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As shown in Figure 3, we can categorize the NR-IAB procedures as follows,
· [image: ]initial integration
· active link operations
· inter-relay discovery





[bookmark: _Ref510551723]Figure 3: IAB procedures

Initial integration 
Similar to the initial access of the UEs, an IAB-node should perform a sequence of operations to integrate to an IAB network for the first time (e.g. when powering up at the time of initial implementation). This process may involve cell search, system information (SI) acquisition and random access (RACH procedure).
The question we seek to answer is whether any new modification is fundamentally necessary to enable initial integration of the IAB-nodes. In our view, an IAB-node can initially act just like a UE, and perform similar initial access procedure using the same configured and available signalling (SSBs, RMSI (OSI), and RACH), to establish a connection with another cell (IAB-node). Hence, there is no need to design a new signalling or procedure for BH links. 
However, we note that the beam-sweeping configuration (e.g. what angular region to cover via a SS burst set) should consider the fact that the typical location of IAB-nodes may be different from UEs (e.g. IAB-nodes may have higher elevations). This is however an implementation aspect and does not have spec implication. 

Observation 2: an IAB-node can act as a UE and follow the same initial access procedure, including cell search, SI acquisition, and random access, in order to initially integrate to an IAB network.

Active link operation
When an IAB-node is connected (integrated) to the network, it may adopt different functionalities. 
It first adopts UE functionality (UE-F) over the BH link that is established, through the initial integration, with a second IAB-node. The IAB-node may remain UE-F of the second IAB-node, i.e., being served by the second IAB-node. The IAB-node may additionally or alternatively establish BH link(s) with one or more other IAB-nodes as UE-F. The IAB-node will also adopt an access node functionality (AN-F) to serve other IAB-nodes and/or UEs. We note decisions about establishing BH links and UE-F/AN-F role assignment are made by upper-layer (e.g. as part of a network and topology management procedure) and are outside the scope of RAN1.
Over a BH link where an IAB-node adopted UE-F, it can leverage the NR access design and follow similar procedures as a typical UE.
IAB-node’s UE-F is scheduled/managed by its parent IAB-node’s AN-F within the available resources. Scheduling (and HARQ operation) over a BH link can use the NR access design. IAB-node’s UE-F can also adopt same framework for RRM, RLM, beam and mobility management* procedures as a UE. (* note: one important aspect of mobility management in an IAB network is related to inter-relay discovery that is discussed in the next section.)
NR design (rel-15) of control/data channels, and reference signals (CSI-RS, DMRS, PTRS, TRS, SRS) also seem sufficient for NR BH. 
NR BH can also use the same design for the frequency channel configurations (min and max channel bandwidth, bandwidth part (BWP) related design, etc), numerology, waveform (CP-OFDM/SC-OFDM) and modulation and coding schemes (MCS) as those defined for NR access. 

Observation 3: over a BH link, an IAB-node can adopt UE functionality (UE-F) and leverage the NR access design for various control/data channels, reference signals, and procedures (e.g. RRM, RLM, beam management, mobility management).

Inter-relay discovery
A very important aspect of the mobility management in NR-IAB is inter-relay discovery. The integrated (connected) IAB-nodes need to periodically perform inter-relay discovery to detect or track the new or existing IAB-nodes in their vicinity. This is essentially important to establish multiple BH connections (or backup connections) to provide the robustness required by NR-IAB. 
Inter-relay discovery seems very similar to neighbour cell search performed by the UEs (where it mostly relies on the synchronization signal blocks (SSB) transmitted by the cells). However, there is a fundamental difference that an IAB-node, while performing inter-relay discovery, may have several associated UEs and child IAB-nodes to serve. Therefore, any negative effect on the UEs (and child IAB-nodes) must be avoided. 
One implication is that it may not be feasible to base the inter-relay discovery on the already-transmitted SSBs. Because, a half-duplex IAB-node cannot transmit SSBs (primarily for the benefits of the UEs) and scan to discover other IAB-nodes at the same time. Therefore, inter-relay discovery should be performed on some time resources that are not overlapping with essential access communications (e.g. SSBs).

Proposal 3: RAN1 should further study inter-relay discovery procedure subject to half-duplex constraint.

System-level synchronization
Our companion RAN3 contribution [6] provides our view on IAB network synchronization. In what follows, we discuss the identified issues and its possible solutions.
In the access network, a UE determines the timing reference for its communication based on the received reference signals from a cell (e.g. its serving cell). More precisely, for receiving the downlink (DL) communications, the UE uses a DL RX timing reference acquired and tracked via available DL signals (SSBs, TRS, etc); and for uplink (UL) communications, the UE determines the UL TX timing reference based on the timing advance (TA) command, received from the cell, and its DL RX timing. 
Over the multi-hop backhaul network, an IAB-node is served by its parent IAB-node, and serves one or multiple UEs or child IAB-nodes. For communication with the parent IAB-node, the IAB-node acts as a UE and follows the DL/UL timing reference acquired through its parent. However, the IAB-node should also choose a timing reference for communicating with its children. 
In general, an IAB-node may choose any reference for its DL TX timing towards its children. For example, see Figure 4, where DL TX timing of the IAB-node’s AN-F can be chosen based on:
· Alt1: to be aligned with UL TX timing to the parent IAB-node
· Alt2: to be aligned with DL TX timing of the parent IAB-node 
· Alt3: to be aligned with DL RX timing from the parent IAB-node. 
We note that the choice of an AN-F’s reference timing affects the efficiency of resource utilization. Because having multiple different timing references for the communications with parent IAB-node and child IAB-nodes may result in 
· creating a gap – when the next communication starts late. For example, when IAB-node switches from sending an UL to its parent to sending a DL to its children in the next slot and in Alt2 and Alt3. (See Figure 4)
· requiring a gap – when the next communication starts early. For example, when IAB-node switches from receiving a DL from its parent to receiving a DL from its children in the next slot and in Alt1 and Alt2. (See Figure 4)
On the other hand, one can observe Alt1 and Alt3 result in an accumulated drift of slot boundaries over multiple hops, while Alt2 keeps the slot boundaries aligned.


[bookmark: _Ref510552607]Figure 4: Multi-hop timing alignment (FDD)

Proposal 4: Timing alignment across multi-hop NR-IAB network should be studied.

What we argued above is that over a single BH link, an IAB-node’s UE-F follows and tracks the timing acquired from its parent IAB-node’s AN-F, and the parent IAB-node’s AN-F determines the reference timing, based on the timing(s) it tracks from its own parent IAB-node. This should naturally keep the IAB network synchronized, since IAB-nodes are assumed to keep tracking the timing from their parent IAB-nodes. (see Figure 5)


[image: ][bookmark: _Ref510630418]Figure 5: multi-hop over-the-air synchronization

As discussed in [6], similar over-the-air synchronization (OTA) techniques that use the radio interface, to achieve network synchronization, have been already proposed for small cells in LTE rel-12 and rel-14. The proposed OTA synchronization, in Figure 5, is an especially simple scheme that utilizes the Uu interface and the L1 and L2 signals (e.g. SSBs and TA commands).
There could be the following issues with the proposed over-the-air (OTA) synchronization:
a) The whole IAB network may not be tightly synchronized considering the errors and offsets that get accumulated over multiple hops, 
a. The maximum time drift over multiple hops should be evaluated, considering the max offset across each hop and max number of hops. 
b) This approach will end up synchronizing the network to the IAB-donor(s) who are at the roots of the IAB network topology. 
a. To achieve synchronization across clusters, the IAB-donors should be synchronized – e.g. using GPS/GNSS or Ethernet. 

Observation 4: Over-the-air (OTA) synchronization can be used to synchronize a multi-hop IAB network to the IAB-donors.
Proposal 5: It should further be investigated if the tolerance of multi-hop OTA synchronization is acceptable.
Proposal 6: Network should synchronize the IAB-donors using the available techniques, e.g. using GPS/GNSS, Ethernet, etc. 

System-level resource partitioning
Resource partitioning over the IAB network is one of the most important aspects of the NR-IAB design, especially in case BH and access share resource, e.g. for in-band IAB deployment. Details of the resource partitioning algorithm are outside of the RAN1 scope (e.g. see our companion contribution [4]). Also, a selected resource partitioning scheme can be implemented via upper-layer signalling over the BH network. We note some of the already-defined signalling on the Uu interface may also be used to indicate the allocated resources.
In general, resource partitioning may impose some limitations on the scheduling and communications over the AL and BH links, since not all resources may not be available. First and foremost, the IAB resource partitioning must be determined such that the UEs can continue their normal operations with no issue and no need for modifications – e.g. the transmissions of the essential signals (like SSBs) on AL should be protected. Hence, no new RAN1 design for the UEs, that are served by NR-IAB, is considered. On the other hand, given the flexibilities of NR access (rel-15) design, no new design may be needed for the IAB-node to support scheduling and communication over BH.

Observation 5: IAB resource partitioning must be such that the UEs can continue their normal operations with no issue and no need for modifications. 
· Details of the IAB resource partitioning is outside of RAN1 scope.

Conclusion
In this contribution, we provided our view on RAN1 design and standardization of NR-IAB, and overviewed main design aspects to enable NR BH. We also made the following observations and proposals:

Proposal 1: RAN1 should strive for a common design, as NR access, to support NR backhaul links.
Observation 1: access and backhaul have several differences at both link-level and system-level.
Proposal 2: RAN1 should identify the aspects of NR-IAB that require a new design or a modification of the NR access design. RAN1 should deprioritize any design optimization for NR-IAB. 
Observation 2: an IAB-node can act as a UE and follow the same initial access procedure, including cell search, SI acquisition, and random access, in order to initially integrate to an IAB network.
Observation 3: over a BH link, an IAB-node can adopt UE functionality (UE-F) and leverage the NR access design for various control/data channels, reference signals, and procedures (e.g. RRM, RLM, beam management, mobility management).
Proposal 3: RAN1 should further study inter-relay discovery procedure subject to half-duplex constraint.
Proposal 4: Timing alignment across multi-hop NR-IAB network should be studied.
Observation 4: Over-the-air (OTA) synchronization can be used to synchronize a multi-hop IAB network to the IAB-donors.
Proposal 5: It should further be investigated if the tolerance of multi-hop OTA synchronization is acceptable.
Proposal 6: Network should synchronize the IAB-donors using the available techniques, e.g. using GPS/GNSS, Ethernet, etc. 
Observation 5: IAB resource partitioning must be such that the UEs can continue their normal operations with no issue and no need for modifications. 
· Details of the IAB resource partitioning is outside of RAN1 scope.
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