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Introduction
The following agreements were made in the last RAN1 meeting.
Agreements:
· The maximum number of CORESETs per BWP per cell is 3
· For the 3rd CORESET, i.e., for p=2, Ap=39839.
· Confirm 10 as the maximum number of search space sets per BWP per cell.

R1-1801079	Offline discussion for search space	NTT DOCOMO, INC.
Agreements:
· CORESET ID of the CORESET configured by PBCH is 0.
· Search space ID of the search space configured by PBCH is 0.

Agreements:
· A UE can be configured with a search space configuration by UE-specific RRC signaling which includes following:
· CORESET ID (range: 0-11, to indicate which CORESET the search space is mapped to)
· The search space can be associated with any CORESET configuration
· When the CORSET ID is UE-specifically configured to be 0, it is mapped to the one configured by PBCH
· Search space ID (range: 0-39)
· When the search space ID is UE-specifically configured to be 0, it is mapped to the one configured by PBCH
Agreements:
· DCI format 0_1 and 1_1 are monitored only in USS.
· DCI format 0_0 and 1_0 are monitored in CSS.
· DCI format 0_0 and 1_0 can be monitored in USS.
· They have the same DCI payload size.
· One of the following is configured by RRC signaling for the USS:
· Monitoring DCI format 0_1 and 1_1 only
· Monitoring DCI format 0_0 and 1_0 only

Offline discussion on the set of RNTIs associated with CSS & USS, especially taking into account the respective set of DCI formats/sizes monitored for CSS & USS
Discuss till next meeting

R1-1801129	Offline discussion for search space	NTT DOCOMO, INC.
Agreements:
· NR supports a DCI format having the same size as the DCI format 1_0 to be used for scheduling RMSI/OSI, for Paging, and for random access.
Agreements:
· For each search space configuration configured by UE-specific RRC signaling, the UE is informed whether the search space configuration is CSS or USS, together with the following information, as part of the search space configuration:
· Which DCI format(s) to monitor
· For a CSS,
· DCI format 0_0 and DCI format 1_0
· In which case, the UE monitors the DCI format with CRC scrambled by C-RNTI, CS-RNTI (if configured), SP-CSI-RNTI (if configured), RA-RNTI, TC-RNTI, P-RNTI, SI-RNTI
· DCI format 2_0
· In which case, the UE monitors the DCI format with CRC scrambled by SFI-RNTI, and the SFI-related parameters SFI-PDCCH is provided as part of the search space configuration
· FFS: how to select one or two decoding candidates if the configured PDCCH candidates are larger than the value
· DCI format 2_1
· In which case, the UE monitors the DCI format with CRC scrambled by INT-RNTI, and the PI-related parameters Preemp-DL is provided as part of the search space configuration
· DCI format 2_2
· In which case, the UE monitors the DCI format with CRC scrambled by TPC-PUSCH-RNTI or TPC-PUCCH-RNTI
· DCI format 2_3
· In which case, the UE monitors the DCI format with CRC scrambled by TPC-SRS-RNTI
· Monitoring of multiple DCI formats can be configured for one CSS
· For USS,
· A UE monitors the DCI format with CRC scrambled by C-RNTI, CS-RNTI (if configured), TC-RNTI (if a certain condition is met), and SP-CSI-RNTI (if configured)
· Further discussion offline the association of the RNTIs with DCI formats 
· Monitoring of multiple DCI formats can be configured for one USS
Agreements:
· For a search space configuration, monitoring periodicity of slot(s) is updated as follows:
· For all SCS, {1, 2, 4, 5, 8, 10, 16, 20} slots
· For INT-RNTI, a subset of {1,2,4} slots is applied
· FFS: the case when concatenated semi-static DL/UL assignments is configured

Working assumption:
· At least for case 1-1 and case 1-2, all UE supports channel estimation capability for 48 CCEs for a given slot per scheduled cell
· FFS: cross-carrier scheduling
· FFS: wideband RS
· FFS: overbooking and/or nested structure
· FFS: exceptional case of CCE counting
· FFS: for case 2

Agreements
· For the following previous agreement, N=4
Agreements:
· For CA with up to N CCs, maximum number of PDCCH blind decodes per slot for a UE depends on the number of configured CCs.
· All UEs supporting CA with the same set of CCs supports the same maximum number of PDCCH blind decodes.
· No explicit UE capability signaling to inform the maximum number of PDCCH blind decodes is reported.
· For CA with more than N CCs, maximum number of PDCCH blind decodes for a UE depends on the explicit UE capability.
· All UEs supporting CA with the same set of CCs supports at least the same number of PDCCH blind decodes.
· FFS: the value of N (no more than 8).

In this contribution we discuss some of the remaining issues above as well as some additional issues that need to be addressed in relation to search spaces for NR.
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Search space randomization dependence on time
In the current NR specification 38.213 the search space candidates are defined as follows:





This definition does not support search space randomization in time because the search space candidate parameter does not have any time dependence. The indexing of the search space candidate parameter  is incorrect since the monitoring periodicity  cannot be used in this context.


In LTE, the search space randomization is reset every radio frame (i.e., the index, , of the parameter  is the subframe number within a radio frame). Since a LTE UE monitors a UE-specific search space in every sub-frame, this means that the period of the randomization is 10. In NR, it is currently unspecified when the search space randomization should be reset.
Two aspects need clarification:
· 


When is the search space candidate parameter  (currently incorrectly denoted ) updated, i.e., what is the meaning of the index ?
· 
What is the period of the randomization, i.e., when is the index reset?
In NR, the monitoring periodicity  of a search space  can be any value in the set {1, 2, 4, 5, 8, 10, 16, 20} given by the parameter Monitoring-periodicity-PDCCH-slot). For each monitored slot, there can be one or more monitoring occasions (given by the higher layer parameter Monitoring-symbols-PDCCH-within-slot). The number of slots in an NR radio frame depends on the subcarrier spacing configuration :

	

	


	0
	10

	1
	20

	2
	40

	3
	80



It can be seen that for some configurations, the number of monitoring occasions per radio frame can be less than one. 


In general, to maximize diversity against PDCCH blocking, the index  should be updated multiple times before the randomization is reset. For more infrequent periodicities, it may not be necessary for the search space to be randomized since the period between different monitoring occasions is quite large and it is not expected that UEs will be configured with such infrequent monitoring occasions in situations where randomization is important such as at high load operating points. We therefore propose to use the slot number for the index .. 

Proposal: Change to in the search space hashing function in subclause 10.1 of 38.213, where the index  is the slot number.

Definition of Type0-PDCCH common search space
Table 10.1-1 in 38.213 specifies the CCE aggregation levels and number of PDCCH candidates for Type0-PDCCH common search space.
Table 10.1-1: CCE aggregation levels and number of candidates per CCE aggregation level for PDCCH scheduling SystemInformationBlockType1 in Type0-PDCCH common search space
	CCE Aggregation Level
	Number of Candidates

	4
	4

	8
	2

	16
	X



The best option for aggregation level 16 is to set the number of candidates to 1. 


Regarding the second issue, the specification could state that the number of candidates for any aggregation level is limited to the minimum of the number provided in Table 10.1-1 and , where  is the number of CCEs in the CORESET, but it is not clear that this is necessary.
Proposal: The number of candidates for CCE aggregation level 16 for PDCCH scheduling SystemInformationBlockType1 in a common search space is 1.

DCI formats for USS
The association of C-RNTI, CS-RNTI, TC-RNTI, and SP-CSI-RNTI in a UE-specific search space was left for further study. We propose the following.
Proposal: In a UE-specific search space, the UE monitors 
· DCI formats 0_0, 1_0, 0_1 and 1_1 scrambled with C-RNTI, CS-RNTI (if configured) and TC-RNTI (if a certain condition is met)
· DCI formats 0_1 scrambled by SP-CSI-RNTI (if configured). 


On channel estimation limits
Potential limits on the number of CCEs that can be processed by a UE in a slot for channel estimation were extensively discussed at the last meeting. It has already been accepted that there will be a limitation on the total number of blind decodes that a UE needs to perform in a slot for different numerologies. The limitation on channel estimation capacity in terms of a number of CCEs would be in addition to the blind decode limits. Which of the limits is going to be the limiting factor in determining the number of PDCCH candidates that the UE can ultimately attempt decoding for in a slot will depend on the scenario. For instance, if a UE has a limit of 48 CCEs and is configured with a single CORESET in the slot that spans only one OFDM symbol, then the channel estimation limit should not be an issue since the maximum number of PRBs in a carrier is 275 and this corresponds to less than 48 CCEs. However, if a UE is configured to monitor a two or three symbol CORESET, or multiple CORESETs in a slot and the number of CCEs for both CORESETs is high, the channel estimation limit could end up limiting the number of PDCCH candidates for which decoding can be attempted since the CCE limit of 48 CCEs has to be partitioned among the many CORESETs in the slot. In the following, we investigate the impact of a CCE limitation on blocking error probability in different scenarios and some potential options for mitigating the impact via modifications to the hashing function.
Current hashing function with CCE limitation
[image: ]
Figure 1: Blocking performance as the channel estimation limit on the number of CCEs is increased in a CORESET with 60 CCEs, with blind decode candidate assignments of 6/6/4/2 at aggregation levels 1/2/4/8 and with 16 users being simultaneously scheduled.
The figure above shows the blocking performance as a function of the CCE limit for channel estimation. The search space set was defined by the LTE EPDCCH hashing function. Subsequently, candidate dropping was used to adjust the footprint size to the CCE limit. The CORESET size is 60 CCEs. As can be seen from the figure, as the CCE limit assigned to the CORESET is reduced, the blocking probability starts to increase significantly. In this case, the difference between a CCE limit of 24 and 36 is significant. In a situation where the UE has to monitor multiple CORESETs, it is quite possible that a UE may only be able to process 24 CCEs for the CORESET. For instance if a UE needs to monitor two CORESETs in a slot and supports only a limit of 48 CCEs per slot, one of the CORESETs may only have 24 CCEs of channel estimation capacity. Thus, there is a clear benefit to supporting a higher number of CCEs than 48. It may be noted that the limit of 48 may seem sufficient in the short term but could result system performance limitations for NR in the longer term. 
Observation: The working assumption of 48 CCEs could cause limitations for the capacity of NR in the longer term.
Alternative hashing functions
If the channel estimation capability is confirmed to be 48 CCEs, it may become necessary to consider modifications to the current hashing function based on the LTE EPDCCH in order to improve blocking performance. 
Various changes to the agreed hashing function have been discussed with some schemes dropping some PDCCH candidates in order to limit the number of CCEs processed. Another option is to consider an approach where PDCCH candidates are rehashed so that they do not lead to an increase in the CCEs to be processed rather than being dropped.
In the following, various hashing functions will be evaluated. The evaluated schemes are the following:
LTE EPDCCH hashing with subsequent candidate dropping. The hashing function is described e.g. in [1]. In short, the PDCCH candidates of a given aggregation level are spread out as evenly as possible in the CORESET. The placement of the candidates between different aggregation levels are uncoordinated. Candidate dropping is based on a priority order further described in section 2.4.2.1.
Random nested hashing with pseudo candidates. For the highest aggregation level, candidates are randomly picked among all possible candidates in the CORESET. For lower aggregation levels, candidates are randomly picked within the footprint of the candidates of the highest aggregation level. To increase the number of CCEs beyond what is implied by the number of candidates at the highest aggregation level, so called pseudo candidates are used. These are randomly picked for the highest aggregation level and are included in the footprint of the highest aggregation level but may not be used to transmit PDCCH at that aggregation level. 
Sub-band hashing with subsequent candidate dropping. This hashing function is described in [2]. In short, the LTE EPDCCH hashing function is used as a basis to divide the CORESET into sub-bands. Within each sub-band, one candidate is randomly picked. The placement of the candidates between different aggregation levels is uncoordinated. Candidate dropping is based on a priority order further described in section 2.4.2.1.
Semi-constrained LTE EPDCCH hashing. Starting from the highest aggregation level and proceeding to successively lower aggregation levels, candidates are added to the search space set one at a time to grow a footprint. The footprint is grown until the CCE limit is reached. For the aggregation levels whose candidates are all added at this point, the PDCCH candidate positions are kept where they are. For the aggregation levels whose candidates are only partially added or not added at all, the PDCCH candidates are rehashed within the CCE footprint, also using the LTE EPDCCH hashing function but on the smaller set of CCEs that constitute the footprint.
Semi-constrained sub-band hashing. Same principle as the semi-constrained LTE EPDCCH hashing is used but the sub-band hashing function proposed in [2] is used to define the PDCCH candidates instead of the LTE-EPDCCH hashing function.
To cover a wide range of scenarios, the configurations in Table 1 are evaluated:
	
	Scenario 1
	Scenario 2
	Scenario 3

	Number of CCEs in CORESET
	32
	60
	96

	Candidates for AL 1/2/4/8/16
	4/4/2/1/-
	6/6/6/2/-
	8/8/6/6/2

	AL probability distribution per DCI [%]
	[bookmark: _Hlk506566649]10/60/20/20/-
	10/60/20/20/-
	20/30/20/20/10


[bookmark: _Ref506566581]Table 1. Evaluated scenarios.
In these scenarios, the various hashing functions are evaluated for different levels of the CCE limit. In the figures below the average blocking probability versus the CCE limit is shown.
[image: ]
[bookmark: _Hlk506510750]Figure 2: Blocking performance as the channel estimation limit on the number of CCEs is increased in scenario 1.


[image: ]
Figure 3: Blocking performance as the channel estimation limit on the number of CCEs is increased in scenario 2.

[image: ]
Figure 4: Blocking performance as the channel estimation limit on the number of CCEs is increased in scenario 3.
We make the following observations based on the results. 
Observations: 
· The schemes using candidate dropping experience a significant degradation in blocking performance when the CCE limit is decreased whereas the schemes using pseudo candidates or semi-constrained hashing perform well even with a small number of CCEs
· The LTE EPDCCH hashing function performs worse than the other schemes when the CCE limit is high although the degradation is a more severe problem at lower CCE limits

The hashing function that performs best overall is the semi-constrained sub-band hashing. The procedure for determination of the CCE footprint according to this hashing function may be described using the example in Figures 5-7. The upper part of the Figure 5 shows how the candidates are determined for different aggregation levels without any limitations on the number of CCEs that can be processed for channel estimation. The figure shows that the final CCE footprint including the CCEs corresponding to all the aggregation levels is 40 CCEs. The candidates for each aggregation level and the final CCE footprint (in grey) are shown. 
[image: ]
[bookmark: _Ref506495310]Figure 5: Example of determination of the CCE footprint
In the lower part of the figure, the CCE footprint that is computed when the CCE limit is 24 CCEs is shown. As can be seen, the CCE footprint is determined based on the 2 aggregation level 8 candidates and 2 of the 4 aggregation level 4 candidates. After the CCEs for the second aggregation level 4 candidate, the CCE limit of 24 CCEs is reached. Therefore, all the candidates at aggregation level 4 and lower are re-hashed within the CCE footprint of 24 CCEs shown in grey after step 4 in the lower half of the figure. 
The rehashing within the CCE footprint instead of the entire CORESET is performed by applying the hashing function using virtual indices that are contiguous across the CCEs in the CCE footprint that may be dis-contiguous in the original CORESET. Once the PDCCH candidates are determined within this CCE footprint with virtual indices, the virtual indices are mapped back to the original indices within the CORESET. 
[image: ]
Figure 6: The virtual indexing used for indexing the CCE footprint within which the rehashing of candidates that cause the CCE limit to be exceeded.
The resulting candidates at all aggregation levels as computed according to the semi-constrained sub-band hashing are shown below in Figure 7.
[image: ]
[bookmark: _Ref506564934]Figure 7: Example of PDCCH determination. The example has a CORESET of 60 CCEs with 6/6/4/2 candidates at aggregation levels 1/2/4/8.
Based on the results above, we propose the following.
Proposal: Consider changing the hashing function to the semi-constrained sub-band hashing function described below, especially if a low CCE limit (e.g., 48 CCEs) for channel estimation per slot is adopted.
· Sub-band hashing function: The LTE EPDCCH hashing function is used as a basis to divide the CORESET into sub-bands. Within each sub-band, one candidate is randomly picked. The placement of the candidates between different aggregation levels is uncoordinated. 
· Candidate determination within CCE limits: Starting from the highest aggregation level and proceeding to successively lower aggregation levels, candidates are added to the search space set one at a time to grow a footprint. The footprint is grown until the CCE limit is reached. For the aggregation levels for which all candidates have been added up to this point, the PDCCH candidate are retained. For the aggregation levels whose candidates are only partially added or not added at all, the PDCCH candidates are rehashed within the CCE footprint, using the same sub-band hashing function but on the smaller set of CCEs that constitute the footprint.

[bookmark: _Ref506563599]Candidate dropping
Candidate dropping methods have been discussed in [2] and [3]. The methods are summarized below.
· For the method in [2], each PDCCH candidate is given a priority m/ML, where m is the candidate index within an aggregation level and ML is the number of candidates of a given aggregation level L. Candidates are dropped in increasing order of the priority value. If two candidates have the same priority, the one with the lower aggregation level is dropped first.
· For the method in [3], the candidate(s) dropped should be those whose removal most reduces the number of CCEs from the pool for channel estimation. In the case that multiple candidates with same metric are identified, their index in the search space may dictate their precedence.

A closer analysis of the dropping methods reveal that the scheme proposed in [2] gives a good prioritization between candidates of different aggregation levels since it tends to keep the balance between candidates of different aggregation levels. On the other hand, among the candidates of an aggregation level its prioritization is arbitrary. As a consequence, candidates are sometimes dropped that do not reduce the footprint since they fully overlap with another candidate. Therefore, more candidates than necessary are dropped.
On the other hand, the principle proposed in [3] gives a sound prioritization among the candidates within a given aggregation level. Unfortunately it tends to drop candidates of higher aggregation levels first, often resulting in a shortage of high level candidates with increased blocking as a consequence.
A hybrid method based on the above two methods is used in our evaluations and it works as follows:
· Priority values are defined per candidate as proposed by Nokia. However, these are not viewed as priorities of the individual candidates but as a set of priority values for the aggregation level as a whole
· The candidate to drop is determined as follows:
· The aggregation level that has the lowest priority value is selected
· Within the candidates of that aggregation level, the one that reduces the footprint the most is chosen
· The lowest priority value is then removed from the set of priorities for the aggregation level (regardless of which candidate of that aggregation level was dropped)

Miscellaneous Issues

The text in section 10.1 of TS 38.213 is not detailed to determine exactly when the PDCCH monitoring should occur. Also, it is not clear that the subscript is necessary in the symbol, , in the text. Furthermore, this symbol is not used anywhere else in the text and could probably be removed. 
We propose the following to clarify these aspects with the following proposal.
Proposal: Adopt the following text proposal for 38.213, subclause 10.1
------------------------------ Begin text proposal -----------------------------------------
----------------------------------------  Unchanged parts omitted ----------------------------------------------------
A UE determines a PDCCH monitoring occasion from the PDCCH monitoring periodicity, the PDCCH monitoring offset, and the PDCCH monitoring pattern within a slot.
A UE determines a PDCCH monitoring occasion from the PDCCH monitoring periodicity, the PDCCH monitoring offset, and the PDCCH monitoring pattern within a slot. The UE shall monitor the PDCCH in slots satisfying where  is the frame number.



A PDCCH UE-specific search space at CCE aggregation level  is defined by a set of PDCCH candidates for CCE aggregation level . 
---------------------------------------------- End text proposal ---------------------------------------------------

Draft text for 38.213, subclause 10.1
A text proposal for 38.213 is provided below to incorporate the proposals in this contribution for which TPs were not provided sections above. 
------------------------------ Begin text proposal -----------------------------------------
[bookmark: _Toc501387558][bookmark: _Ref491451763][bookmark: _Ref491466492]10.1	UE procedure for determining physical downlink control channel assignment 
----------------------------------------  Unchanged parts omitted ----------------------------------------------------
Table 10.1-1: CCE aggregation levels and number of candidates per CCE aggregation level for PDCCH scheduling SystemInformationBlockType1 in Type0-PDCCH common search space
	CCE Aggregation Level
	Number of Candidates

	4
	4

	8
	2

	16
	1X



----------------------------------------  Unchanged parts omitted ----------------------------------------------------



For a search space set  associated with a control resource set , the CCEs corresponding to PDCCH candidate  of the search space for a serving cell corresponding to carrier indicator field value  are given by 




where

for any common search space, ; 






for a UE-specific search space, , , , ,and ;

;
 is the slot number in a frame as defined in [4].

;


 is the carrier indicator field value if the UE is configured with a carrier indicator field for the serving cell on which PDCCH is monitored; otherwise, including for any common search space, ;



 is the number of CCEs, numbered from 0 to , in control resource set ; 





, where  is the number of PDCCH candidates the UE is configured to monitor for aggregation level  for a serving cell and a search space set  corresponding to ;  

for any common search space, ;  





for a UE-specific search space, is the maximum of  for all corresponding DCI formats over all configured  values for a CCE aggregation level  in control resource set ;

the RNTI value used for  is defined in [5, TS 38.212] and in [6, TS 38.214].

---------------------------------------------- End text proposal ---------------------------------------------------


Conclusion
This contribution discussed some remaining issues on search spaces and proposed the following.

Proposal: Change to in the search space hashing function in subclause 10.1 of 38.213, where the index  is the slot number.
Proposal: The number of candidates for CCE aggregation level 16 for PDCCH scheduling SystemInformationBlockType1 in a common search space is 1.
Proposal: In a UE-specific search space, the UE monitors 
· DCI formats 0_0, 1_0, 0_1 and 1_1 scrambled with C-RNTI, CS-RNTI (if configured) and TC-RNTI (if a certain condition is met)
· DCI formats 0_1 scrambled by SP-CSI-RNTI (if configured). 

Proposal: Consider changing the hashing function to the semi-constrained sub-band hashing function described below, especially if a low CCE limit (e.g., 48 CCEs) for channel estimation per slot is adopted.
· Sub-band hashing function: The LTE EPDCCH hashing function is used as a basis to divide the CORESET into sub-bands. Within each sub-band, one candidate is randomly picked. The placement of the candidates between different aggregation levels is uncoordinated. 
· Candidate determination within CCE limits: Starting from the highest aggregation level and proceeding to successively lower aggregation levels, candidates are added to the search space set one at a time to grow a footprint. The footprint is grown until the CCE limit is reached. For the aggregation levels for which all candidates have been added up to this point, the PDCCH candidate are retained. For the aggregation levels whose candidates are only partially added or not added at all, the PDCCH candidates are rehashed within the CCE footprint, using the same sub-band hashing function but on the smaller set of CCEs that constitute the footprint.

Proposal: Adopt the following text proposal for 38.213, subclause 10.1
------------------------------ Begin text proposal -----------------------------------------
----------------------------------------  Unchanged parts omitted ----------------------------------------------------
A UE determines a PDCCH monitoring occasion from the PDCCH monitoring periodicity, the PDCCH monitoring offset, and the PDCCH monitoring pattern within a slot.
A UE determines a PDCCH monitoring occasion from the PDCCH monitoring periodicity, the PDCCH monitoring offset, and the PDCCH monitoring pattern within a slot. The UE shall monitor the PDCCH in slots satisfying where  is the frame number.



[bookmark: _GoBack]A PDCCH UE-specific search space at CCE aggregation level  is defined by a set of PDCCH candidates for CCE aggregation level . 
---------------------------------------------- End text proposal ---------------------------------------------------

Proposal: Adopt the text proposal in Section 2.6, for subclause 10.1 of TS 38.213
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