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Introduction
[bookmark: _GoBack]This contribution discusses some remaining details for specification regarding the DL/UL resource allocation. In particular, these topics are discussed in the following sections.
· Time domain resource allocation 
· Frequency domain resource allocation
· VRB-to-PRB mapping for frequency diversity
· TBS determination
Time domain resource allocation
In RAN1 90b, the following was agreed below. In this section we discuss further details toward specification.
Agreements:
· For both slot and mini-slot, the scheduling DCI can provide an index into a UE-specific table giving the OFDM symbols used for the PDSCH (or PUSCH) transmission
· starting OFDM symbol and length in OFDM symbols of the allocation
· FFS: one or more tables
· FFS: including the slots used in case of multi-slot/multi-mini-slot scheduling or slot index for cross-slot scheduling
· FFS: May need to revisit if SFI support non-contiguous allocations
· At least for RMSI scheduling
· At least one table entry needs to be fixed in the spec

When discussing slot and mini-slot scheduling, it is important to differentiate the scheduling granularity (e.g., duration and time location of the resource assignment) from the CORESET monitoring occasions. Therefore, we begin our discussion with the “slot-based PDCCH” monitoring occasions, which are occasions which follow the agreement below.
Agreements:
· For slot-based scheduling;
· Confirm the following working assumption with updates:
· The first DMRS position either on symbol #2 or symbol #3 is configured by PBCH
· Maximum time duration of a CORESET is 2 symbols if the first DMRS position of a PDSCH with slot-based scheduling is on symbol #2, and is 3 symbols otherwise.
· The starting OFDM symbol of a CORESET can be symbol #0, #1, or #2, in a slot.
· However, the ending OFDM symbol of a CORESET is not later than symbol #2 in a slot.

Slot-based PDCCH
Given a slot-based PDCCH, we define the slot-based time domain resource allocation as follows.
Proposal 1: For slot-based PDCCH, the time domain resource allocation of a slot-based PDSCH (or PUSCH) is indicated by the duration relative to the end of the control region, i.e., the last possible OFDM symbol of CORESET allowed by the configuration. For downlink assignments, the position of the first DMRS symbol follows PDSCH mapping type A as given in [2].
Similarly, a mini-slot based allocation could have the following definition. 
Proposal 2: For slot-based PDCCH, the time domain resource allocation of a mini-slot-based PDSCH (or PUSCH) is indicated by the starting symbol and ending symbol location relative to the slot boundary. For downlink assignments, the position of the first DMRS symbol follows PDSCH mapping type B as given in [2].
· FFS if the same scheduling DCI can provide both mini-slot and slot-based PDSCH (or PUSCH) allocations.
 
Mini-slot-based PDCCH
For mini-slot based PDCCH, i.e., PDCCH found in control regions outside of the slot-based PDCCH, we have the following proposal for time domain resource allocations.
Proposal 3: For mini-slot-based PDCCH, the time domain resource allocation of a mini-slot-based PDSCH (or PUSCH) is indicated by the starting symbol and ending symbol location relative to the slot boundary. For downlink assignments, the position of the first DMRS symbol follows PDSCH mapping type B. 
· Slot-based PDSCH allocations with PDSCH mapping type A cannot be scheduled from mini-slot based PDCCH.

Simultaneous Allocations
The handling of multiple resource assignments is subject to the UE capabilities, both in number of grants which can be handled as well as the support of mini-slot-based PDCCH monitoring or slot-based PDCCH monitoring. Further considerations should be given here, including which specific resource allocation combinations may be expected for the UE to handle. 
Observation 1: The handling of multiple resource assignments by one UE is subject to the UE capabilities regarding both slot-based / mini-slot-based PDCCH support and simultaneous slot-based / mini-slot PDSCH (or PUSCH) support.
Frequency domain resource allocation
The following agreement was made at RAN1 #90b regarding frequency domain resource allocation.
Agreements:
	
	Config 1
	Config 2

	X0 – X1 RBs
	RBG size 1
	RBG size 2

	X1+1 – X2 RBs
	RBG size 3
	RBG size 4

	…
	…
	…



· RRC selects config 1 or config 2
· One config (config 1) is the default until RRC configures otherwise
· The numbers ‘RBG size’ in the table are fixed in the spec
· The number of rows should be no more than [4-6]
· Same table for DL and UL
· The configuration for DL & UL is separate
· Same RBG size irrespective of the duration (slot vs. non-slot)

One important aspect to consider is DCI overhead when addressing wider bandwidths. It is beneficial not to the have the DCI overhead not to scale with bandwidth. Furthermore, the benefit of having to configurations is that there can be two levels of granularity for allocations which scale with bandwidth, while ensuring there is at least a fallback with efficient DCI overhead for better coverage. Therefore, we have the following proposal.

Proposal 4: The RBG sizes in the above table should satisfy the following requirements
· For both configurations, the RBG sizes should scale up proportionally with bandwidth.
· Config 1 should have only RBG sizes 8 and 16 to allow for smaller DCI sizes and coarser scheduling granularity
· This should be the fallback (or default) configuration
· Config 2 may have additional RBG sizes of 2,4,8 and 16 to allow for larger DCI szes and finer scheduling granularity.

Finally, the configurability should be matched with the supported PRG sizes which are {2,4,full bandwidth}.

Proposal 5: No RBG sizes that are multiples of 3 should be supported.

VRB-to-PRB mapping
The following agreement in RAN1 #90b (email discussion) was made below, and included the notion of a block interleaver for VRB-to-PRB mapping. From previous studies, either in LTE or NR, it has been observed that distributed VRBs can provide a significant gain from higher diversity when high-order modulation, high-rank MIMO, or wide band allocation is used. This is particularly important for peak rate performance, since code blocks can be distributed across the frequency domain and exhibit robust performance from frequency selective fading [3].
Agreements:
1. The notion of VRB is included in the specifications.
1. A non-transparent VRB-to-PRB mapping (i.e. PRB_i=VRB_j where j=f(i)) is supported 
1. At least for resource allocation type 1
1. Discuss further whether to support it also for resource allocation type 0
1. At least a block-interleaver is used for VRB-to-PRB mapping 
2. FFS the details
1. A single bit in the DCI indicates localized or distributed VRB-to-PRB mapping


Since the gain further increases with the bandwidth that the distributed mapping is performed, the following can be proposed for NR.
Proposal 6: Support full-BWP distributed VRB-to-PRB mapping at least for resource allocation type 1:
· A single bit in the DCI can indicate localized or distributed VRB-to-PRB mapping.
· Distributed VRB-to-PRB mapping and one-bit indicator in the DCI are not supported for broadcast PDSCH.
· One-bit indicator in the DCI is not supported for fallback DCI.
For distributed mapping, an LTE-like interleaver design can be considered. However, unlike the LTE interleaver of VRB-granularity, we can introduce a notion of interleaving unit to avoid disruption of the PRG structure while interleaving. That is, an interleaving unit is defined as a chunk of  consecutive VRBs, and mapped to another chunk of the same size in PRBs. Therefore, the boundaries of an interleaving unit should be aligned with the boundaries of PRGs, and the number of VRBs per interleaving unit should be an integer multiple of the PRG size. In other words, , where  is the PRG size and  is a positive integer. In particular, when multiple UEs of different PRG sizes share the same BWP, the smallest value of  can be the least common multiple of the PRG sizes. Note that, as shown in Figure 1, for units at the boundaries of the BWP, the unit size can be smaller than , depending on the positions of the boundaries of BWP relative to the carrier-specific PRB-grid. Accordingly, the number of total interleaving units within the BWP, , is determined: Note that, depending on the boundaries of the BWP,  can be either  (Figure 1 (a)) or  (Figure 1 (b)), where  is the total number of VRBs within the BWP.
Proposal 7: Unit-wise interleaving, where a unit is composed of  consecutive RBs, is supported. For units on the edges of a BWP, unit sizes smaller than  are allowed.


[bookmark: _Ref498541047]Figure 1. Interleaving units (, ): (a) , (b) 

A simple row-column interleaver design, which is similar to the LTE design, can be used to define the VRB-to-PRB mapping function , i.e., VRB interleaving unit  is mapped to PRB interleaving unit . Given number of columns , the number of rows of the rectangular matrix is given by . Then VRB unit indices are written row by row in the rectangular matrix, and read out column by column. Nulls, which are ignored when reading out, can be inserted to fill the remaining  entries of the matrix. In some cases, nulls may also be used to avoid resource mapping to a specific unit, such as partial units whose sizes are less than  at the edges of the BWP.
Proposal 8: RRC configuration of BWP may include the configuration of VRB-to-PRB mapping, i.e. the interleaving unit size . FFS: Number of columns  to be specified or RRC-configured.

TBS Determination
From RAN1 #90bis, the following progress was made on the TBS calculation in the agreement below. For this section, we discuss two remaining aspects of the design, namely the (1) quantization of X RE’s per PRB and (2) the further calculation of final TBS size from the  calculated in the first part and the  available from the DCI.
Agreements:
· Calculate an “intermediate” number of information bits NRE*v*Qm*R  where 
· v is the number of layers, 
· Qm is the modulation order, obtained from the MCS index
· R is the code rate, obtained from the MCS index
· NRE is number of resource elements
· NRE = Y* #PRBs_scheduled
· When determining NRE (number of REs) within a slot
· Determine  X =  12* #OFDM_symbols_scheduled – Xd – Xoh 
· Xd = #REs_for_DMRS_per_PRB in the scheduled duration
· Xoh = accounts for overhead from CSI-RS, CORESET, etc. One value for UL, one for DL.
· Xoh is semi-statically determined
· Quantize X into one of a predefined set of values, resulting in Y
· [8] values
· Should allow for reasonable accuracy for all transmission durations
· May depend on the number of scheduled symbols
· FFS: floor, ceiling or some other quantization
· Note: quantization may not be needed
· FFS: Quantization step should ensure the same TB size can be obtained between transmission and retransmission, irrespective of the number of layers used for the retransmission. otherwise Xd has to be independent of the number of layers
· Obtain the actual TB size from the intermediate number of information bits according to the channel coding decisions

Quantization to Reference REs per RB
In the above formulation, there is an FFS step on dealing quantization of the X. This can allow a coarser granularity which allows flexibility in re-transmission resource allocation if TBS sizes can be re-used. (Other techniques in the next section can also be employed to handle this). The tradeoff however is to ensure small deviation from the actual number of REs per RB calculated by X.
Given that the time domain allocations can vary from 1 symbol to 14 symbols, and that the DMRS overhead can reduce the number of REs by up to ½, the quantization set target can nominally target some effective number of symbols, e.g., 0.5, 1, 1.5, 3, 6, 9, 12, thus giving a quantization set of {6,12,18,36,72,108,144} REs. 
Additionally, it is also beneficial to allow this quantization set to be configurable to improve accuracy for peak rate driven applications, or to result in coarse granularity if there are no mini-slot PDSCH allocations supported.
Proposal 9: The quantization of X into Y should use a predefined set of values {6,12,18,36,72,108,144}.
· One or two additional subsets of these values may be configured to allow control between finer or coarser granularity.


TBS and Base-graph Determination Procedure
There are two LDPC base-graphs (BG) in NR: base-graph 1 (BG1) and base-graph 2 (BG2). The choice of which to use depends on the TBS, code block size (CBS), and coding rate. The TBS however, must be segmented into equally sized code blocks, where segmentation is affected by the choice of LDPC base graph, leading to circular dependencies in TBS and BG determination. A TBS and base-graph determination procedure that resolves this circular dependency is presented and discussed in detail in the companion contribution [4]. In this section it is summarized and some of its properties are highlighted.
The proposed procedure guarantees that no TB padding bits are needed when segmenting into equal sized code blocks (a requirement for BG1 and desirable for BG2). It also results in byte-aligned TBS (a requirement) and CBS (desirable).
Proposal 10: Given NRE = Y* #PRBs_scheduled the remaining TBS determination procedure is as follows:

1. Let  be the rate back-off offset.
2. .
3. BG2 (is chosen when  or  or ; otherwise, BG1  is chosen.
4.  if ; otherwise, .
5. No segmentation () when ; otherwise, the TB is segmented into more than one CB (.
6. .

Different values for the rate back-off offset are tested in [4], where it was shown that  results in effective rate that is within 0.4% of the nominal code rate for 99% of the TBs.
Conclusions
Regarding time domain resource allocation:
Proposal 1: For slot-based PDCCH, the time domain resource allocation of a slot-based PDSCH (or PUSCH) is indicated by the duration relative to the end of the control region, i.e., the last possible OFDM symbol of CORESET allowed by the configuration (or may include guard). For downlink assignments, the position of the first DMRS symbol follows PDSCH mapping type A as given in [2].
Proposal 2: For slot-based PDCCH, the time domain resource allocation of a mini-slot-based PDSCH (or PUSCH) is indicated by the starting symbol and ending symbol location relative to the slot boundary. For downlink assignments, the position of the first DMRS symbol follows PDSCH mapping type B as given in [2].
· FFS if the same scheduling DCI can provide both mini-slot and slot-based PDSCH (or PUSCH) allocations.

Proposal 3: For mini-slot-based PDCCH, the time domain resource allocation of a mini-slot-based PDSCH (or PUSCH) is indicated by the starting symbol and ending symbol location relative to the slot boundary. For downlink assignments, the position of the first DMRS symbol follows PDSCH mapping type B. 
· Slot-based PDSCH allocations with PDSCH mapping type A cannot be scheduled from mini-slot based PDCCH.

Observation 1: The handling of multiple resource assignments by one UE is subject to the UE capabilities regarding both slot-based / mini-slot-based PDCCH support and simultaneous slot-based / mini-slot PDSCH (or PUSCH) support.

Regarding frequency domain resource allocation:
Proposal 4: The RBG sizes in the above table should satisfy the following requirements
· For both configurations, the RBG sizes should scale up proportionally with bandwidth.
· Config 1 should have only RBG sizes 8 and 16 to allow for smaller DCI sizes and coarser scheduling granularity
· This should be the fallback (or default) configuration
· Config 2 may have additional RBG sizes of 2,4,8 and 16 to allow for larger DCI szes and finer scheduling granularity.

Finally, the configurability should be matched with the supported PRG sizes which are {2,4,full bandwidth}.

Proposal 5: No RBG sizes that are multiples of 3 should be supported.

Regarding VRB to PRB interleaving:
Proposal 6: Support full-BWP distributed VRB-to-PRB mapping at least for resource allocation type 1:
· A single bit in the DCI can indicate localized or distributed VRB-to-PRB mapping.
· Distributed VRB-to-PRB mapping and one-bit indicator in the DCI are not supported for broadcast PDSCH.
· One-bit indicator in the DCI is not supported for fallback DCI.

Proposal 7: Unit-wise interleaving, where a unit is composed of  consecutive RBs, is supported. For units on the edges of a BWP, unit sizes smaller than  are allowed.
Proposal 8: RRC configuration of BWP may include the configuration of VRB-to-PRB mapping, i.e. the interleaving unit size . FFS: Number of columns  to be specified or RRC-configured.

Regarding TBS determination:
Proposal 9: The quantization of X into Y should use a predefined set of values {6,12,18,36,72,108,144}.
· One or two additional subsets of these values may be configured to allow control between finer or coarser granularity.

Proposal 10: Given NRE = Y* #PRBs_scheduled the remaining TBS determination procedure is as follows:
 
1. Let X≥0 be the rate back-off offset.
2. .
3. BG2 (is chosen when  or  or ; otherwise, BG1  is chosen.
4.  if ; otherwise, .
5. No segmentation () when ; otherwise, the TB is segmented into more than one CB (.
6. .
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