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Introduction
The following agreements have been made in the last meeting [1]:
Agreement:
For chunk-based pre-DFT PTRS insertion for DFTsOFDM with X chunks of size K={2,4}, support the following
For K=2, the samples in DFT domain are divided in X intervals, and the chunks are located in each interval in samples n to n+K-1  where the n is FFS
For K=4, the samples in DFT domain are divided in X intervals, where in the first interval the chunk is placed in the Head (first K samples), in the last interval the chunk is placed in the Tail (last K samples), and in the rest of intervals the chunk is placed in the middle of each of the two intervals
For PTRS for DFT-s-OFDM, support a RRC parameter « UL-PTRS-frequency-density-transform-precoding » indicating a set of thresholds T={NRBn,n=0,1,2,3,4}, per BWP that indicates the values of X and K the UE should use depending on the scheduled BW according to the table below
	Scheduled BW
	X x K

	NRB0NRB NRB1
	2x2

	NRB1 NRBNRB2
	2x4

	NRB2NRBNRB3
	4x2

	NRB3NRBNRB4
	4x4

	NRB  NRB4
	Yx4


FFS default UE behaviour before RRC configuration, if needed
FFS value of Y (if different than 4)
FFS whether thresholds are MCS dependent
Note: NRB0 can be equal to 0; when NRB0 is larger than 0, no PTRS is present for allocations less than or equal to NRB0
Note: The use of a specific pattern can be disabled by setting NRBi=NRBi+1 on the corresponding line in the previous table
Possible PTRS presence/absence is configured through an RRC parameter « UL-PTRS-present-transform-precoding » 
Time-domain PTRS density is configured by an RRC parameter « UL-PTRS-time-density-transform-precoding » where supported time densities are L_{PT-RS}={1,2}
Note: Time-domain pattern depends on DM-RS positions using the same principle as agreed for CP-OFDM PTRS mapping
FFS: Whether to introduce (K=1, X=16) and the impacts on existing design. If supported, K={1,2,4} is supported and the following applies
The samples in DFT domain are divided in X intervals, and the chunks (K=1) are located in the middle of each interval
(K=1, X=16) applies when NRB4<NRB NRB5, and Yx4 applies for NRB  NRB5

In this contribution, we discuss our views on the remaining issues for PT-RS design. In Section 2, we discuss an edge effect observed in phase tracking for DFT-s-OFDM, which is introduced by the IDFT operation at the receiver. Next, in Section 3, we discuss the impact of such edge effect on the pattern selection for K=2.  In Section 4, we further discuss the advantage of allowing K=1 for PT-RS for DFT-s-OFDM. 
Edge effect in phase tracking for DFT-s-OFDM
In this section, we describe an edge effect that is observed in phase error tracking for the DFT-s-OFDM waveform, and illustrate such effect using numerical simulations. To begin with, since the PT-RS pilots are inserted before DFT at Tx, at the Rx side, the phase error at each PT-RS pilot sample is computed after IDFT operation. Then, due to the circulant structure that a finite size IDFT imposes on its output sequence, the first and last output sample become “neighbours” after a circulant shift. Therefore, even if the phase errors (due to PN and CFO) of the first and last few received samples before FFT at Rx are much different, after the IDFT operations, they will “converge” to each other, as they are made neighbours by IDFT. As a consequence of such an edge effect, the phase error trajectory of the post-IDFT output sequence may have sharp jumps and ripples in the beginning and end samples. In addition, we observe that the number of the affected samples is a function of the DFT size as well as the channel delay profile; as the impacts of the multi-tap channel and equalization are also applied before the IDFT operation, and thus reflected in the post-IDFT samples.
We illustrate the edge effect and its relationship with the channel delay spread in the following examples. In the simulations, we assume the CDL-B channel model with different RMS delay spread values, and a high SNR case of 60 dB, just to minimize the impact of thermal noise. We further mute the PN, and assume the phase error is only caused by a CFO of 3KHz. We compute the phase error sequence as the difference between the actually DFT outputs and the ideal DFT output (i.e., the output without any CFO and noise). In Fig. 1-3, we present the error sequences of Pre-beamforming RMS delay spreads of 100 ns, 500 ns, and 1000 ns, respectively. As shown in the figures, while the middle chunks of the phase error trajectories are a linear function of the time sample index as expected, sharp transitions and ripples are observed in the beginning and end chunks. Moreover, the size of the affected chunk is approximately proportional to the channel delay spread. Such sharp transitions and ripples in the phases make the PT-RS in the affected region instable to establish phase tracking. Therefore, due to the aforementioned edge effect, we should avoid putting PT-RS pilots in the first and last few affected samples in the DFT domain. 
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Figure 1. Phase error sequence with 100 ns Pre-BF RMS delay spread.
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Figure 2. Phase error sequence with 500 ns Pre-BF RMS delay spread.
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Figure 3. Phase error sequence with 1000 ns Pre-BF RMS delay spread.


Observation 1:  The circulant structure imposed by the IDFT operation makes the phases of the beginning and last few post IDFT samples suffer from sharp transitions and ripples.
Observation 2: The size of the affected samples is proportional to the channel delay spread.
Observation 3: One can use CP length as the maximum expected channel delay spread, and make a likely pessimistic estimation for the size of the affected samples as CP*M/N, where CP is the CP length in terms of samples, N is the FFT size, and M is the DFT size.
Proposal 1: Avoid inserting PT-RS samples in the potentially affected region of the aforementioned edge effect.
PT-RS pattern for K=2
Now we compare the performance of different PT-RS patterns when K=2. Mainly, we consider the following two patterns:
· Alt 1: Similar to the agreed pattern of K=4, the samples in the DFT domains are divided in X chunks, where in the first inverval, the chunk is placed in the Head; in the last interval, the chunk is placed in the Tail; and the rest of intervals, the chunk is placed in between the intervals. As for Rx algorithm, we assume piece-wise linearly interpolations of the phase error trajectory between chunks.
· Alt 2: Given the edge effect described in Section 1, we first define exclusion regions in both beginning and end DFT samples, where we will avoid inserting the PT-RS pilots. The sizes of both regions are chosen as CP*M/N in the simulations, although the actual affected region of the edge effect can be smaller in the simulation. Then we insert PT-RS pilots among the samples outside the exclusion regions based on a similar pattern as in Alt 1. As for the Rx algorithm, for the samples outside the exclusion region, we assume piece-wise linearly interpolations of the phase error trajectory between chunks. For the samples inside the exclusion regions, we apply a single average phase error correction to all these samples, and the average phase error is computed as the average error of the first and last chunk.


[image: ]
Figure 3. EVM comparison for K=2.

In the simulation, we choose the pre-RMS delay spread to be 500 ns, and a bandwidth of 384 tones, i.e., M=384. In Fig. 4, it shows that taking the edge effect into consideration, the Alt 2 pattern provides a notable EVM gain over Alt 1, especially in the likely operation region of 64QAM, e.g. SNR>20 dB.
Proposal 2: For K=2, support Alt 2 type pattern design which avoids putting PT-RS pilots in the very beginning and end samples in the DFT domain.
PT-RS pattern for K=1
In the previous meeting, it is an FFS item whether to support K=1, X=16 for large bandwidth UEs. Now we compare the performance between K=1, X=16 and K=4, X=4, another pattern intended for large bandwidth UEs, in Figure 4. For K=4, we apply the agreed pattern in RAN 90bis [1]; for K=1, we assume the PT-RS pilots are uniformly distributed outside the same exclusion , which are defined in Alt. 2 in Section 3. In the simulations, we assume the DFT size is 768 to illustrate the case of an large bandwidth UE. Furthermore, we assume 2 simple and practical Rx algorithms for the K=1 pattern:
· Algorithm 1 (Piece-wise linear interpolation): Estimate the phase errors for all the samples outside the exclusion regions by piece-wisely interpolating between two neighbouring PT-RS pilots. For the samples inside the exclusion regions, we apply a single average phase error correction to all those samples, and the average phase error is computed as the average error of the first and last PT-RS pilot.
· Algorithm 2 (Common phase error correction): Compute a single average phase error for the whole symbol by taking average over the observed phase errors, which is similar to the common phase error (CPE) correction for CP-OFDM. 
In Fig. 4, it shows that depending on the Rx algorithms, the K=1 pattern outperforms in the medium SNR, and the very high SNR regime; while a small gain is observed for the K=4 pattern only for the SNR regime between 28-32 dB. In the current simulations, we assume a very good UE PN mask of -30 dBc EVM at 120 KHz tone spacing after a single CPE correction. In the case of a UE with a much worse PN mask, it can be expected that K=1, Alg1 will start to outperform at a lower SNR point; such PN-limited UEs will rely on the K=1 pattern to achieve the EVM requirement for high order modulations in the high SNR regime. 
Proposal 3: Support K=1 and X=16 for large bandwidth allocation UEs.
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Figure 4. EVM performance comparison between (K,X)=(4,4) and (K,X)=(1,16).
Conclusion
Observation 1:  The circulant structure imposed by the IDFT operation makes the phases of the beginning and last few post IDFT samples suffer from sharp transitions and ripples.
Observation 2: The size of the affected samples is proportional to the channel delay spread.
Observation 3: One can use CP length as the maximum expected channel delay spread, and make a likely pessimistic estimation for the size of the affected samples as CP*M/N, where CP is the CP length in terms of samples, N is the FFT size, and M is the DFT size.
Proposal 1: Avoid inserting PT-RS samples in the potentially affected region of the aforementioned edge effect.
Proposal 2: For K=2, support Alt 2 type pattern design which avoids putting PT-RS pilots in the very beginning and end samples in the DFT domain.
Proposal 3: Support K=1 and X=16 for large bandwidth allocation UEs.
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Appendix
We describe the simulation setup as follows. To model PN,  we assume the PN only comes from the UE. In the simulation, we have adapted the PN mask model in [2] to a carrier frequency of 30 GHz. To model the impact of CFO/ Doppler shift, we assume a user is moving with a speed of 30 km/h and a random direction on the plane; the residual CFO is assumed to be uniformly distributed between [-0.1ppm, 0.1ppm] of the 30 GHz carrier frequency. 
The CDL-B model from 3GPP TR 38.900 is applied in the simulation. We apply directional beamforming to the angles of the strongest cluster in power. The pre-beamforming RMS delay spread is selected to be 100 ns as in the nominal delay spread case, and 500 ns to represent a large delay spread case. After applying directional beamforming, the average post-beamforming delay spread is reduced to 7.2% of the pre-beamforming delay spread; the EVM due to intersymbol interference is negligible, based on the results in [3]. Therefore, the EVM of symbols in our simulations is mainly caused by thermal noise and phase error due to PN, Doppler effect, and CFO. 
For the numerology and frame structure assumptions, a tone spacing of 120 KHz and a slot length of 14 symbols are considered. Furthermore, we assume a single front-loaded DM-RS symbol in each slot, and a practical time-domain channel estimation algorithm. We fix a FFT size of 1024 in the simulations. The EVM plots show the performance at the last symbol of the slot, which is expected to have the bottleneck performance.
Table 1 summarizes the simulation assumptions.
	Carrier frequency
	30 GHz

	Power spectrum of phase noise
	Way forward proposal outlined in figure 4 of [2] reduced by 20dB*log10(40Ghz/30Ghz) 

	Residual CFO
	Uniformly distributed in [0.1ppm, 0.1ppm] of carrier frequency

	UE mobility
	30 km/h speed and random moving direction

	Subcarrier Spacing 
	120kHz

	Duration of cyclic prefix 
	0.6µs

	Duration of a slot
	125µs (14 OFDM symbols)

	FFT size
	1024

	DFT size
	384, 768

	Channel Model
	CDL-B (see 3GPP TR 38.900 V1.0.0 table 7.7.1)

	Pre-beamforming RMS delay spread
	100 ns (the “nominal” delay case); 500 ns (as an example for long delay spread case); 1000 ns (the very long delay case)

	NB antenna array
	64x4

	UE antenna array 
	4x2

	Channel estimation
	Practical DMRS algorithm



Table 1: Simulation assumptions
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