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Introduction
In RAN1#88b meeting, the following agreement was reached [1]:
Conclusion:
· Study until RAN1#89 polar code construction techniques to facilitate early termination (i.e. before decoding all the information bits) without degrading BLER performance or latency (especially considering the time for deinterleaving the information and assistance bits) compared to purely implementation based methods such as path-metric based pruning
· e.g. assistance bits distributed in the codeword in such a way that error detection can be performed after partial decoding
· Investigate performance, complexity and FAR impacts
· Study of use of data-independent scrambling to facilitate early termination is also not precluded

The value of frozen bits and data-independent scrambling started being discussed in RAN1#90 meeting, without reaching a working assumption, with a conclusion to further study the topic ‎[2]. 
Enabling Early Termination (ET) in blind decoding of Downlink (DL) control has been a design target to reduce UE power consumption, that heavily influenced polar code design for the DL. DL code construction with distributed CRC and interleaver on information bits was adopted to utilize ET, yet yielding limited ET benefits ‎[3] due to the tight FAR requirement. To further utilize ET gains, additional methods need be considered.
A method for ET considered by many companies is data-independent scrambling (sometimes also called UE-specific scrambling), with possible use of path metric – based criteria to allow for ET. Multiple proposals have been submitted to recent RAN1 meetings on the topic. While some proposals ‎[4]‎[5] focused on the scrambling of CRC bits or on random scrambling on the codeword side, several others ‎[6]‎[7]‎[8]‎[9]‎[10] suggested various placement schemes of UE-ID – dependent scrambling data on frozen bits.
Using the terminology of ‎[7], approaches for UE-ID – based scrambling on frozen bits can be divided into two categories:
· Direct mapping: a sequence equal in length to UE-ID is inserted in selected frozen bit positions ‎[6]‎[9].
· Spread mapping: a pseudo-random sequence seeded with UE-ID is placed on all frozen bits (with possible exceptions depending on puncturing / shortening) ‎[7]‎[8].
Though comparable ET performance can be reached using both methods ‎[6], it seems that spread mapping – based approach is gaining more support.
In this contribution, we analyze spread mapping – based code construction proposed in ‎[12] (and profiled in ‎[7]‎[11]), and propose a simplification, allowing a considerable reduction in its implementation complexity, while preserving the ET gains. In addition, we discuss other related design issues for data-independent scrambling.

[bookmark: OLE_LINK11][bookmark: OLE_LINK6][bookmark: OLE_LINK2]Spread Mapping – Based Scrambling
[bookmark: OLE_LINK19][bookmark: OLE_LINK18]As described in Sections 2.2-2.3 in ‎[7], the operation of scrambling and descrambling (at DL control encoder and decoder, respectively) for a spread mapping – based approach consists of the following building blocks:
· Generation of a pseudo-random binary sequence (PRBS), seeded by UE-ID
· Mapping of the PRBS output to [selected] frozen bits in the polar information domain (also called “u domain”), while preserving the values of the non-frozen bits (also called “zero padding” in ‎[7]).
· Encoding the resultant polar information word, using a standard “Arikan kernel”.
Note that on the encoder side, the last step can be spared, if the mapping process of PRBS to frozen bits takes place together with mapping of the information.
Figure 1 illustrates the process of generating the scrambling / descrambling sequence:
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[bookmark: _Ref494642458]Figure 1: Scrambling / descrambling sequence generation in ‎[7]‎[12]

Complexity
Of the three components listed above, the mapping process is in fact the hardest one, especially on the decoder side (residing in the UE for DL control), where decoding latency requirements are particularly tight. In order not to delay the decoding process, the preparation of the descrambling sequence should be done sufficiently fast. This means that all components of descrambling sequence generation should operate fast enough, or in other words, have some degree of parallelism.
While PRBS calculation and “Arikan kernel” encoding can be extended to parallel operation with relative ease, the mapping process of PRBS to polar information (doing the complementary operation of the “frozen bit insertion[footnoteRef:2]” process) requires a more complex implementation, that is not easily scalable. Because a considerable percentage of the mapping module consists of Muxing between every input to every output, it turns out that the hardware complexity grows even worse than linearly with increasing parallelism. As a rough assessment, many hundreds, or even thousands of logic gates will have to be spent on a mapping module implementation (with the parallelism required), affecting UE implementation complexity. [2:  As a side note, note that the only contribution that addressed the hardware implementation of frozen bit insertion ‎[13], fails to treat the central issue of information bit mapping (frozen bit insertion), in non-trivial cases of increased parallelism.] 

[bookmark: OLE_LINK15]Observation 1: In spread mapping – based frozen bit scrambling, mapping of PRBS to frozen bits causes a considerable increase in UE implementation complexity.

Proposed Simplification
As a simplification of the construction scheme in ‎[12], we propose that instead of a continuous mapping of the PRBS to frozen bits (namely, mapping the ’th PRBS bit to the ’th frozen bit, for each ), the PRBS will be directly mapped to the polar information, masked by frozen indicators.
Figure 2 illustrates the proposed simplified process, with the modified parts coloured red.
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[bookmark: _Ref494692961]Figure 2: Simplified proposal for scrambling / descrambling sequence generation

[bookmark: OLE_LINK14][bookmark: OLE_LINK20]It should be noted that the effect of the proposed simplification is puncturing of the actual PRBS data mapped to the frozen bits, allegedly affecting the distance properties between the spreading sequences of adjacent codewords, as stressed in ‎[7]. However, note that the good distance properties the random sequence presented are related to the polar information domain (encoder input), and have nothing to do with the actual Euclidean distance properties on the codeword domain (at encoder output). As shown in ‎[6], optimal ET performance is achieved when the input to the decoder is completely random (equivalent to having random data spread in all polar information domain), and therefore having the frozen bits assigned some general pseudo-random values is good enough to ensure good average behavior, as also demonstrated in the following section.
[bookmark: OLE_LINK13]
Simulation Results
To verify the achievable ET gains are not compromised by the simplification, we profiled the average PM score during the decoding process. Four sample codes were tested, chosen from the set profiled in ‎[6]. Three SNR points, corresponding to BLER values near ~10%, 1% and 0.1% (of each code), were tested, with 10,000 frames simulated for each code & SNR point.
The simulation assumptions used are the same as in ‎[6].
Figures 3-6 below show the average PM scores vs. decoding index in the polar information domain. In the figures, blue, green and red curves denote scores at SNR points corresponding to BLER near 10%, 1% and 0.1%, respectively. 
For each SNR point, four scenarios were tested:
· Matching UE-ID (scheduled message intended for the UE, labelled “full match” in the figures);
· UE-ID mismatch, PRBS mapping according to ‎[12] (labelled “PRBS on frozen symbols” in the figures);
· UE-ID mismatch, PRBS mapping according to the proposed simplification (labelled “PRBS masked on frozen symbols” in the figures);
· Transmitted word is a random binary word (not a valid polar code, labelled “random word” in the figures).
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Figure 3: Average PM scores for N=96, K=32
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Figure 4: Average PM scores for N=192, K=64
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Figure 5: Average PM scores for N=240, K=80

[image: ]
Figure 6: Average PM scores for N=384, K=64

As can be seen from all figures above, the average path-metric (PM) scores of both the PRBS mapping scheme in ‎[12] and of the proposed simplified mapping are practically identical, and equal to the average PM scores when the input is random. Thus, both schemes are equivalent in terms of the average distance properties they attain, and are both optimal in terms of the ET gains achievable using PM-based decoding.

[bookmark: OLE_LINK1]Observation 2: Simplified spread mapping of PRBS to frozen bits preserves the achievable ET benefits of original spread mapping, while considerably decreasing UE implementation complexity.
Proposal 1: If spread mapping is adopted for frozen bit scrambling, use the simplified one-to-one PRBS placement.

Discussion

Concerns were raised ‎[4]‎[5] that data-independent scrambling on frozen bits can increase the number of blind decodes attempted by the UE, in scenarios when the UE tries to decode multiple RNTIs. Cases when multiple RNTIs can be checked per single blind decode attempt can happen for both common and UE-specific DCI, such as ‎[5]:
· C-RNTI and SPS-C-RNTI for UE-specific messages;
· [bookmark: _Hlk494629567][bookmark: OLE_LINK12]SI-RNTI, P-RNTI, RA-RNTI, TPC-RNTI, etc for common messages.
The underlying implicit assumption made above is that the same RNTI is used for scrambling the CRC and the frozen bits. Note, by the way, that with this assumption, the same problem will persist when RNTI is used for scrambling on the codeword side ‎[4].
However, this does not have to be the case, and the RNTI for frozen bit scrambling can differ from the RNTI used for CRC scrambling. Therefore, some unique RNTI known in advance to the UE/UEs can be chosen for frozen bit scrambling, in both cases of either UES or common DCI. 
[bookmark: OLE_LINK22]This leads to the following proposals:
Proposal 2: Data-independent scrambling shall not increase the number of required blind decodes.
Proposal 3: C-RNTI is used for data-independent scrambling of UE-Specific DCI messages.
Proposal 4: A unique identifier related to cell-ID is used for data-independent scrambling of Common DCI messages.

Note that the same concern of possible increase in the number of blind decodes should also be addressed in the design of CRC scrambling. As part of the CRC bits are distributed, the necessity to check multiple hypotheses of different RNTI scrambling will result in either having to increase the number of decoding attempts, or in an inability to exploit ET gains due to an ambiguity in CRC values.
Given the CRC length in DL control is 24 bits, and the interleaving pattern agreed ‎[14] distributes at most 7 CRC bits, this means that at least 17 CRC bits are appended (are decoded after all information bits). These bits can be scrambled, without affecting the blind decoding process. Assuming RNTI size is 16, as in LTE ‎[15], this should be enough.
[bookmark: OLE_LINK25]Proposal 5: In DL control, the 17 appended CRC bits are scrambled with corresponding RNTI. 

Regarding the first CRC bits that are possibly distributed, there are two options:
· Not scrambling the first CRC bits
· Scrambling the first CRC bits with the RNTI / value used for data-independent scrambling (above).
Though the first option is easier to implement, the second one gives the additional capability to use the distributed CRC bits for ET by discriminating valid messages not intended to the UE. 
[bookmark: OLE_LINK24]Proposal 6: In DL control, the 7 distributed CRC bits are scrambled with bits from the identifier used for data-independent scrambling. 
Note that in proposals 5 and 6 above, the actual number of distributed and appended CRC bits can change in the future if Kmax is modified.


Conclusions
Observation 1: In spread mapping – based frozen bit scrambling, mapping of PRBS to frozen bits causes a considerable increase in UE implementation complexity.
Observation 2: Simplified spread mapping of PRBS to frozen bits preserves the achievable ET benefits of original spread mapping, while considerably decreasing UE implementation complexity.
Proposal 1: If spread mapping is adopted for frozen bit scrambling, use the simplified one-to-one PRBS placement.

Proposal 2: Data-independent scrambling shall not increase the number of required blind decodes.
Proposal 3: C-RNTI is used for data-independent scrambling of UE-Specific DCI messages.
Proposal 4: A unique identifier related to cell-ID is used for data-independent scrambling of Common DCI messages.

Proposal 5: In DL control, the 17 appended CRC bits are scrambled with corresponding RNTI. 
[bookmark: _GoBack]Proposal 6: In DL control, the 7 distributed CRC bits are scrambled with bits from the identifier used for data-independent scrambling. 
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