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1. Introduction 

To progress on mechanism for beam recovery, some selected topics are listed here for discussion.
2.  Beam Failure Detection
Mechanism for beam failure detection has not been fully discussed. Two issues are highlighted below for discussion. 

2.1 Beam failure condition

By reviewing RAN1#90 contributions, two high-level alternatives are summarized.

1. Beam failure is declared when all serving control channel fail.
2. Beam failure can be declared when a subset of serving control channel fail. The subset can be configurable.
Companies’ views are highlighted below:
	Alt 1: 
	Supporting companies: 

MTK, vivo, Ericsson, DCM, CATT, Samsung, ITRI, Lenovo, QCM, CHTTL, NEC
	· Normal BM procedure can be applied whenever there is still existing control channel beam.
· Unsuccessful recovery of beam failure for “a subset of control channel” may not justify the agreement of sending higher layer indication

· Periodicity of beam recovery resource may be long, thus not possible for quick beam change based on beam recovery request (BRR)

· If normal report and failure request are both signalled to gNB, gNB may indicate beam switch to a beam not the same as candidate beam, which introduces ambiguity for UE to monitor beam recovery response
· Alt 2 is an optimization achievable by gNB implementation based on normal BM, and is out of scope here.

· Alt 2 introduces higher beam recovery resource overhead under a fixed requirement on e.g., latency

	Alt 2:
	Supporting companies:

Oppo, Intel, LGE, AT&T, Sharp, HW, Nokia
	· Alt 1 is simply a special case of Alt 2
· More prompt problem-reporting, if via PUCCH

· Avoid leading to RLF when candidate beam cannot be detected in some scenarios??

· Traffic can be promptly routed to living BPL, if individual failure can be reported

· Allow QoS specific beam recovery??

· Alt 2 can be treated in either normal BM or beam recovery, a modelling problem.


Proposal: Include both alternative 1 and 2 in the following manner:
1. Adopt alternative 1 as baseline for beam failure detection

2. Take alternative 2 as an extension to normal beam management procedure.

· PUCCH beam recovery resource is used to report failed beam information

· For triggering beam management related procedure, but up to NW 

· Note: Unsuccessful recovery of beam failure alternative 2 does not result in sending indication to higher layer
· Alternative 2 is up to NW configuration

· note

alt 1) Beam failure is declared when all serving control channel fail.

Alt 2) Beam failure can be declared when a subset of serving control channel fail. The subset can be configurable.
2.2 Quality measure and evaluation for beam failure

At least for candidate beam, it seems consensus to use L1-RSRP for evaluation/identification. For beam failure detection, two approaches are proposed among companies.
1. Hypothetical performance of NR-PDCCH and is evaluated based on In-Sync/Out-Of-Sync indication similar to LTE RLM
· Proposing companies include at least: Ericsson, Sharp, CMCC, CATT
2. L1-RSRP based, and configurable parameters on e.g., threshold and an evaluation time window are applied for evaluation

· Proposing companies include at least: HW, Samsung, QC, MTK, Lenovo, MotoMobility, 
Companies’ views are summarized below

	Option 1:
SINR-based 
	Supporting companies: 

Ericsson, Intel, LGE, DCM, AT&T, CATT, Sharp, Nokia
	· Mapping between RSRP and quality is difficult to find

· In contrast to other BM procedures, beam failure is designed to discover a situation when the quality of a control channel is worse enough.
· Easier to guarantee that beam failure happens before RLF

	Option 2:

RSRP
	Supporting companies:

MTK, vivo, OPPO, Samsung, HW, ITRI, Lenovo, QCM, CHTTL, NEC
	· Recall that the origin of beam recovery is to deal with blockage issue

· Consistent metric for beam failure and for beam management to avoid ping-pong selection, and a natural way to incorporate BM and beam failure in a same framework
· Achieve more flexible control on when to trigger beam recovery request (BRR) by e.g., comparing quality of serving beam and candidate beam

· SINR estimated based on BM RS does not necessarily reflect SINR when actual control channel transmission takes place.

· Interference is more dynamic than signal, thus SINR-based metric needs longer time for averaging out, which is not beneficial for beam recovery design
· UE complexity on additional interference estimation

· A situation where “good RSRP between worse SINR” can still be identified by RLM

· Not yet clear definition and mechanism of defining hypothetical PDCCH measurement using a single port RS and measure it accordingly and promptly


Proposal: down-select between hypothetical PDCCH performance and L1-RSRP as quality measure.
3. Use scenario for PUCCH and non-contention PRACH

In Hangzhou meeting, the following agreement were made

Agreements:

· Support the following channel(s) for beam failure recovery request transmission:

· Non-contention based channel based on PRACH, which uses a resource orthogonal to resources of other PRACH transmissions, at least for the FDM case

· FFS other ways of achieving orthogonality, e.g., CDM/TDM with other PRACH resources

· FFS whether or not have different sequence and/or format than those of PRACH for other purposes 

· Note: this does not prevent PRACH design optimization attempt for beam failure recovery request transmission from other agenda item 

· FFS: Retransmission behavior on this PRACH  resource is similar to regular RACH procedure

· Support using PUCCH for beam failure recovery request transmission

· FFS whether PUCCH is with beam sweeping or not

· Note: this may or may not impact PUCCH design

· FFS Contention-based PRACH resources as supplement to contention-free beam failure recovery resources

· From traditional RACH resource pool

· 4-step RACH procedure is used

· Note: contention-based PRACH resources is used e.g., if a new candidate beam does not have resources for contention-free PRACH-like transmission 

· FFS whether a UE is semi-statically configured to use one of them or both, if both, whether or not support dynamic selection of one of the channel(s) by a UE if the UE is configured with both 

How to choose between PUCCH and non-contention based PRACH is not clear. There are some discussions in RAN1#90 contributions, and at least the following options can be discussed

1. Configured with either PUCCH or PRACH

2. Configured with both, and they are used whenever PUCCH resource or PRACH resource are available

3. Configured with both but up to UE implementation on using which one.

Companies’ views are highlighted here

	Option 1: 
	Supporting companies: 

MTK, vivo, Ericsson, OPPO, Intel, LGE, DCM, CATT, Sharp, Samsung, HW, Lenovo, Nokia, CHTTL, NEC
	· Avoid complex interaction between L1/L2 between selection of PUCCH and PRACH

· LF PUCCH can be used for HF beam recovery as well

· No clear benefit of configuring with both resources, but with large NW overhead and higher UE complexity

· No clear use cases of PUCCH.

	Option 2:
	Supporting companies:

vivo, HW, Lenovo, 
	· PUCCH for non beam correspondence case, and PRACH for all cases

· Minimized latency

	Option 3:
	Supporting companies:

LGE, ITRI, MTK, QCM
	· This option could be beneficial if “a subset of serving control channel failure” is supported as a beam failure event

· Does not increase UE complexity

· (Allowing PUCCH beam sweeping may further extend its use cases)


Proposal: for beam failure recovery request transmission by using dedicated resources, UE is configured with either PUCCH or PRACH
4. Definition of Unsuccessful recovery from beam failure

In Qingdao meeting, the following agreement was made

Agreements:
· In case of unsuccessful recovery from beam failure, UE sends an indication to higher layers, and refrains from further beam failure recovery
· RAN1 agrees that the certain number of beam failure recovery request  transmissions is NW configurable by using some parameters

· Parameters used by the NW could be:

· Number of transmissions

· Solely based on timer

· Combination of above

Remaining issues related to these two agreements include: 1) condition(s) for declaring “unsuccessful recovery from beam failure”?, 2) is “unsuccessful recovery from beam recovery related to “the certain number of beam failure recovery request transmission”?
Companies’ views are highlighted below

	Option 1: separate control of candidate beam identification and  BRR Tx 
	Supporting companies: 

MTK, vivo, AT&T, Samsung, CHTTL, Nokia
	· Timer for overseeing overall beam failure recovery procedure
· # of Tx for restricting beam recovery request (BRR) transmission

	Option 2: single control of candidate beam identification and BRR Tx 
	Supporting companies:

OPPO, Intel, LGE, CATT, MTI, HW, Lenovo, QCM
	· Single timer to oversee beam failure recovery procedure

	Option 3: 

Single control over BRR Tx only
	Supporting companies:

Ericsson
	· Beam failure recovery does not lead to faster RLF

· Timer to mandate BRR is transmitted N times


Proposal: For declaration of unsuccessful recovery from beam failure, decide between the following two alternatives;

1. Use a timer to oversee the beam failure situation and a number of recovery request transmission to restrict BRR transmission
2. Use a timer to oversee the overall beam failure recovery procedure.

Appendix: Summary of Companies’ views

2.1 Beam failure condition

	Company
	View

	MediaTek
	We slightly prefer Alt. 1 for two reasons

· Communication means still exists when at least one of control channels is alive, thus does not seem to require “beam recovery” for recovering a communication path between TRP and UE. Normal beam management procedure can re-establish the links.
· General understanding on the following agreement made in Qingdao is that the higher layer indication may trigger RLF. In Alt.2, if beam recovery corresponding to a subset of serving control channel is not successful, RLF may be triggered, which is not consistent with definition of RLF.

· “ In case of unsuccessful recovery from beam failure, UE sends an indication to higher layers, and refrains from further beam failure recovery”

	
	

	vivo
	We also prefer Alt.1 for the following reasons:
· The mechanisms for normal beam management could typically be leveraged to solve the issues of only a subset of beams fail. Some implementation like DTX detection could also be envisioned for quick beam switch if subset of beams are still working.
· The overhead of resources for beam failure recovery is large, especially when beam correspondence does not hold. Such large overhead would prevent configuration of highly dense resources for the request. Thus quick beam change based on request is not possible. 

· Besides the ambiguity of above MTK-mentioned higher layer indication, there are also some other ambiguity issues. For example, if normal report and failure request are both successfully received by gNB, gNB may follow the report to change to another beam which may not be the candidate beam identified by beam failure recovery. The corresponding monitoring behaviour of beam failure recovery would be totally different and ambiguous to UE. 


	
	

	Ericsson

	A natural interpretation of beam failure is that all beam fails, so we would Alt 1. However, we see that Alt 1 is actually a special case of Alt 2, providing that the subset mentioned in Alt 2 could be the full set. 


	OPPO
	Alt2 is preferred for the following reasons:

· Alt 2 is more general and can degrade to Alt 1 by configuration. Thus Alt 2 can offer more flexibility for NW deployment.
· Compared to normal beam management procedures, Alt 2 can improve the performance in some cases because UE can decide to trigger beam failure recovery request immediately rather than to waiting for opportunities of the normal BM reporting. The beam failure recovery request can be transmitted via PUCCH when the subset is smaller than the whole group of serving control channel.
· For the case a UE cannot detect a new candidate beam, it will lead to RLF. However, Alt 2 may avoid the occurrence of such case in some scenarios. 

	Intel
LG Electronics
	Alt2 is preferred, but some clarification of the sub-set should be needed. The sub-set of BPL(s) should be the BPL(s) used for current reception of control channel. Some candidate BPL(s) used for possible control channel beam switching should not be included. 

Alt2 is preferred in a similar reason with OPPO.

	DOCOMO

AT&T

CATT


	We think this discussion is related to the multi-beam PDCCH transmission discussed in the 6.1.3. We shall first understand the discussion outcome over there. But in general, we prefer Alt. 1, due to the reason that, 1) the beam management can at least partially handle the issue in case just a subset of beams does not work. 2) as mentioned by MTK, there might be issue with previous agreements on UE behaviour upon unsuccessful beam recovery, for just a subset of beams

We prefer Alt.2 for two reasons: 1. For Multi-TRP case, UE shall monitor two TRP each on one CORESETs. If one of the CORESET failed, network needs to know whether to re-route the traffic to another TRP. 2. For mix traffic case, different QoS may lead to different criteria to trigger beam failure. E.g. URLLC beam recovery should be more sensitive than that of eMBBs. Alt.2 allows QoS specific beam recovery.

Alt-1 is preferred. Beam failure/recovery is to identify the case where the UE cannot reliably receive a DL control signal on any of the configured beams. This naturally corresponds to Alt-1.   If some of the beams are still operable (alt-2), DL control signal can still reach the UE and we don’t see a need to initiate a recovery procedure.  In our view, Alt-2 is, at best, an optimization which can be achieved by gNB implementation based on normal beam management procedure, and out of the scope of beam recovery.  

	Sharp

Samsung

HW

ITRI

Lenovo

QCM

Nokia

CHTTL
Lenovo

NEC
	We prefer Alt 2 considering multi-beam PDCCH transmission
Alt1 is the baseline we need to support.

The event of Alt2, i.e., only subset of beams are failed, should be taken care in NR. However, it can be taken care in either beam recovery or beam switching.   When event of Alt2 happens, the UE should notify the gNB that some of the PDCCH beam(s) are failed so that the gNB can switch to other beams. Such operation can be considered in the scope of beam recovery. Can also be considered in the scope of beam reporting and switch.

We prefer Alt 2 and Alt 1 is a special case of Alt 2.  Triggering condition related to a full set or a subset is configured by the NW for balancing different reliability requirements.

Alt1 is preferred. If Alt2 is supported, not only signaling overhead becomes more complex but it might also be not consistent with previous agreement which is mentioned by MTK and DOCOMO as well.

We prefer Alt 1. If there is still at least 1 valid beam, UE can signal to gNB regarding the failed beam and may invoke the beam management procedure instead of the beam failure recovery request. So define Alt 2 as beam failure is not necessary.  

Alt 1 is preferred – agree with all the reasons provided by vivo

ALT2 includes the ALT1. In case UE has multiple PDCCH beams configured and N out of M links fails (e.g. 1 out of 2) UE should be able to indicate this to network and may need to use signals configured for beam recovery
We also prefer Alt. 1. Same reason as MTK and vivo.

We prefer Alt 1. If there is still at least 1 valid beam, UE can signal to gNB regarding the failed beam and may invoke the beam management procedure instead of the beam failure recovery request. So define Alt 2 as beam failure is not necessary

We prefer Alt.1, since Alt.2 can be solved by a regular beam management


2.2 quality measure and evaluation for beam failure

	Company
	View

	MediaTek
	Option 2) is preferred at least for the following reasons
· Consistent evaluation quality measure for beam failure and candidate beam detection, avoiding ping-pong.

· Achieve more flexible control on when to trigger beam recovery request

	
	

	vivo
	Option 2) is preferred

· The whole purpose of L1 beam management and beam failure recovery is adjustment of gNB and UE beams. RSRP measurement would be enough for such purposes; 

· PDCCH In-Sync/Out-of-Sync is not only dependent on the beams but also interference. Due to the fast changing beams in neighbour cells, such SINR measurement would also be fast changing. Thus it needs relative longer time to average out such variations. For L1 beam related procedure, such long term measurement is useless. 

· New resources for interference measurement may be needed for SINR calculation. This may incur further overhead and UE complexities while bringing no obvious gains.

	
	

	Ericsson

	Option 1) is preferred, since a mapping between RSRP and quality is very difficult to find. Note that we have already agreed that “Beam failure event occurs when the quality of beam pair link(s) of an associated control channel falls low enough”. In contrast to other beam management procedures, beam failure is designed to discover a situation where the quality of a control channel is good enough.

Moreover, it is being widely recognized that beam failure should happen before RLF. If different measurement quantities are used for RLM and beam failure detection, this can be ensured only if beam failure is detected very early.


	OPPO
	Option 2 is preferred. L1-RSRP is used for beam management. We should keep the consistent measurements for different procedures. Otherwise there may be ping-pong affect. For example, when NW indicate one “good” beam for transmission based on L1-RSRP reporting, UE may claim the beam failure based on In-Sync/Out-Of-Sync indication similar to LTE RLM

	Intel
LG Electronics
	Option 1 is preferred since it is hard to find out a threshold for RSRP based scheme. 

Option 1) is preferred since RSRP does not guarantee the quality of PDCCH reception.

	DOCOMO

AT&T

CATT
	Option 1) is preferred as RSRP is not a direct measure of the PDCCH reception quality. 

Option 1) is preferred. 

Option 1) is preferred.  The mapping between L1 measurement to PDCCH link budget is dependent on UE implementation and transparent to gNB. gNB needs the in-sync/out-of-sync status indicator to determine if a control channel can reach the UE. 

	Sharp
Samsung

HW

ITRI

Lenovo

QCM

Nokia

CHTTL

Lenovo

NEC
	Option 1) is preferred. Option 1) is preferred, because the performance of PDCCH reception cannot be measured only by RSRP as companies supporting Option 1) mentioned.

Option 2 (L1-RSRP) is preferred.  The main reason is to use same metric as beam management so that we do not have ping-pong issue between beam selection in beam management and beam failure declaration in beam recovery. Furthermore, beam recovery is supposed to detect beam failure and then recover the PDCCH connection in very short time scale, which is too short to obtain Hypothertial BER performance of PDCCH

Slightly prefer option 2. BM itself is pretty much L1-RSRP based measurement for a coarse decision, including beam failure recovery used for emergency. There is no clear definition yet and mechanism of defining hypothetical PDCCH measurement using a single port CSI-RS and measure it accordingly and promptly.

Option 2 is preferred. It would be meaningless if hypothetical performance of NR-PDCCH based on long term measurement (i.e., evaluated based on IS/OOS) is adopted, which is similar to vivo.

Option 2 is preferred. Because L1-RSRP is used for beam management, define beam failure based on RSRP incorporates beam management and beam failure in the same framework.

Option 2 is preferred

Option 1 is preferred. The functionality of option 2 is covered by option 1

Option 2 is preferred
Option 2 is preferred. Because L1-RSRP is used for beam management, define beam failure based on RSRP incorporates beam management and beam failure in the same framework

Option 2 is preferred


3 Use scenarios for PUCCH and non-contention based PRACH

	Company
	View

	MediaTek
	From UE perspective, we prefer option 1) or option 3) for complexity reason. Since RACH procedure is in principle high-layer controlled, trigger PRACH transmission is related to MAC. However, payload carried in PUCCH is simply physical layer information in traditional use, dynamic selection between PUCCH and PRACH involves more complex L1/L2 interaction.

	vivo
	We prefer option 1 and option 2. 

For option 1, once PUCCH configured, PUCCH at LF could be used to report beam failure at HF.  

For option 2, once configured, PUCCH and PRACH should both be used for transmission simultaneously. The use case for PUCCH is that when beam correspondence does not hold, PUCCH still uses the original beam for quick notice to network of the failure event. PRACH should also be used because UE does not know whether PUCCH is working or not.  

	Ericsson
	We prefer option 1. 

As we understand it, if only option 3 is supported, the NW would be mandated to reserve dedicated resources both on PUCCH and PRACH for beam recovery, which would lead to overhead. Of course, we may consider option 3 as the UE chooses between PUCCH and PRACH if configured with both. That could be OK.

	
	

	OPPO
	Option 1 is preferred. From the views of resource utilization and complexity of NW/UE, it is not attracting to configure both options simultaneously for a given UE.

	Intel

LG Electronics
	Option 1 is preferred. No benefit to configure both non-contention based PRACH and PUCCH for a UE. Instead it would increase UE complexity and the overhead of control channel.
We prefer Option 1 and Option 3.
According to beam failure events, PUCCH or PRACH can be used as followings. For a case when a subset of serving control channel fail, PUCCH can be used for beam failure recovery request. For a case when all of serving control channels fail, PRACH can be used. In this regard, Option 3 is preferred. But when only single serving control channel is configured to UE, it would be desire that gNB configure only PRACH to UE for beam failure recovery, which seems to be Option 1. 

	DOCOMO

CATT
	We prefer Option 1. The benefit of configuring both non-contention based PRACH and PUCCH is not clear. But it will cause large overhead in UL.

Option 1) is preferred. 



	Sharp

Samsung

HW

ITRI

Lenovo

QCM

Nokia

CHTTL
Lenovo

NEC
	Option 1.

We also think that there is no benefit to configure both non-contention based PRACH and PUCCH for a UE as Intel mentioned.

Option 1 is preferred. Non-contention based channel should be the baseline for beam recovery.  We prefer to use non-contention based channel (PRACH) for the case of all beams being failed (i.e., trigger condition 1).

The use case for PUCCH in beam recovery is not clear.  We prefer to limit the use case of PUCCH for the scenario of only a subset of beams are failed.

We prefer option 1 and option 2. Using PUCCH is for the case where UL channel may be available by either LF UL, or HF UL without beam correspondence. The NW may configure both PRACH/PUCCH resources by considering the status of UL conditions (based on NW implementation) which may need more or less PRACH for transmitting beam failure recovery request. 

We also consider CDM with other PRACH.

Option 3 is preferred. PUCCH can be used as lower BPL link quality, while PRACH can be used as serving control channels fail to transmission.

We prefer Option 2 as it has the minimal delay. Otherwise Option 1 is OK.

While option 3 is generally preferred, an aspect of the design is if the PUCCH signal is beam-swept or not. The non-beam swept PUCCH may be applicable only to the case of “beam failure can be declared when a subset of serving control channel fail”. Important to clarify this before agreeing to the options.

Option 1 preferred. Option 3 not excluded as there shouldn’t be restriction what NW configures.  If NW chooses to configure both (e.g. PRACH and PUCCH may have different periodicities) UE should be able to determine what to use. FFS if conditions need to be defined or UE implementation
We prefer Option 1.
We prefer Option 2 as it has the minimal delay. Otherwise Option 1 is OK.

We prefer Option 1


4 Definition of Unsuccessful recovery from beam failure

	Company
	View

	MediaTek
	We think these two are related in the following manner


· Declaration of “unsuccessful recovery” can terminate beam failure recovery procedure and thus refrain further beam recovery request transmission

· Reaching “the certain number of beam failure recovery request transmission” would also declare “unsuccessful recovery”

For the above behaviour, we think two mechanisms are needed

· A timer to oversee the overall beam failure recovery procedure

· A configured number to restrict beam recovery request transmission

The rational of the timer can be justified from a case that beam failure is detection, but candidate beam cannot be identified. With the timer, unsuccessful recovery from beam failure can be declared upon timer expiry. Also, with the constraint on the number of beam recovery request transmission, excessive beam recovery request transmission can be avoided.

	
	

	vivo
	We also agree that unsuccessful recovery should include the possibility of no candidate beam being not found. Currently the agreed timer is only related to PRACH request transmission. There are the following ways to include failure of detecting candidate beam  
· A single timer that starts from the detection of beam failure event; UE does not distinguish for the case of unsuccessful detection of candidate beam and the case of without response; Once the timer is outdated, unsuccessful beam failure recovery is indicated to higher layer; 

· Two separate timers that independently control the event of not finding candidate beam and the event of without network response; UE would indicate to higher layer about the unsuccessful recovery based on the two independent timers; Either one of the timer could trigger the indication. This is useful since after the failure of candidate beam detection, it is a waste of time to wait for the timer for failure request to run out. 

· It is possible for the second timer to be replaced by number of failure request transmissions. 

	Ericsson
	So far, we have not at all discussed the case where the UE cannot find a candidate beam. In our opinion, this is exactly the situation the RLM procedure is designed for: the serving cell is gone, and the UE cannot find any signal in the serving cell. It is critical that the beam failure recovery procedure does not lead to faster RLF in this case, since LTE experience shoes that the UE in many cases recovers on its own as the T310 timer is running, thereby avoiding the performance degradations related to RRC connection reestablishment. Hence, we conclude that the case when the UE cannot find a new beam must not lead to RLF.

Regarding the number of PRACH transmissions, the number of transmissions (N) must be up to NW control, just as for the PRACH. Thus the UE must transmit N times. This can only be ensured by a timer if the UE is mandated to transmit at every possible transmission opportunity.

	
	

	OPPO
	The parameter of Timer is sufficient. The most important metric is latency in the case. Timer is directly related to the latency and it is easy for NW to optimize the value of timer for UE’s better experience. In contrast, the number of beam recovery request transmission is somehow an indirect parameter related to UE’s experience. 

	Intel
LG Electronics

AT&T

CATT

MTI
	To define a timer only is preferred. Since some higher layer signalling is configured by a timer, it is better to keep aligned design and no clear benefit to define both a timer and number of transmission.


We slightly prefer the parameter of timer.  
Slight prefer to have both timer and number transmissions. 

Configuration of a timer is preferred. 

We prefer to define only timer. The reason is that beam recovery may be related to RLM procedure and RLM procedure is defined by a timer only via higher layer. Therefore, it is better to use timer only to consist two mechanism.

	Samsung

HW

Lenovo

QCM

Nokia

CHTTL
Lenovo
	We think both timer and maximal number of transmission are needed.    The NW definitely needs to control the maximal number of transmission. But if we do not have timer limitation, one UE can take a long time to achieve the maximal number through not transmitting at every possible transmission channel chance

For faster recovery, a timer may be sufficient enough if the UE can’t identify new candidate beams. There are several reasons that the UE may not identify new beams due to failure of receiving response, all candidate beams are not good enough/below threshold, or fast channel variation, etc. A single timer can be sufficient to hide some UE implementation for recovery if necessary.

We prefer to use only timer to define L2 behavior since timer is used in most similar L2 functions.

A timer alone is sufficient. With respect to the beam recovery failure indication to the higher layer, the upper layers may declare the RLF purely only based on the RLM procedure or based on a combination of RLM procedure and beam recovery procedure. It is perhaps better to send an LS to RAN2 for this discussion.
Number of recovery requests need to be defined carefully i.e. is that a total number of requests or requests per e.g. SS block/CSI-RS resource that UE indicates for recovery. How this interacts with RLF (e.g. in this case UE may use PRACH for one SS block and not be successful and determine RLF (number of RACH attempts) even when alternative candidate exists. Timer should be considered as well.
We have a slight preference to have both timer and number of transmissions.
We prefer to use only timer to define L2 behavior since timer is used in most similar L2 functions.


