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Introduction
In the RAN1 January Ad Hoc meeting, the following agreement on the rate matching for LDPC codes has been achieved [1]:
	Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi,  is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported



Then in the RAN1 June Ad Hoc meeting, the following agreement on the redundancy version (RV) for HARQ retransmission has been reached [2]:    
	Agreement:
· The number of RVs is 4. 
· The RVs are at fixed locations in the circular buffer
· RV#0 is self-decodable
· Working assumption (to be confirmed after selection of the BGs): The first 2Z punctured systematic bits are not entered into the circular buffer




It has been agreed that the overall rate matching procedure for LDPC codes is derived based on a virtual circular buffer. After that, some of parameters for RV also have been determined, but specific RV orders for the agreed NR LDPC codes in [2] (base graph#1 and base graph#2) are still not agreed. In this contribution, we evaluate the HARQ performance of the agreed NR LDPC codes according to the specific RV orders.  

NR LDPC Retransmission Based on Circular Buffer  
From the agreement in the RAN1 January Ad Hoc meeting, the rate matching for LDPC codes is determined similar to that for turbo codes in LTE. In the LTE, turbo-coded and interleaved bits are inserted into the virtual circular buffer in order to support rate matching and HARQ retransmission. When HARQ retransmission is requested, a portion of bits in the circular buffer is retransmitted so that the combined packet can be decoded in the receiver side. In the circular buffer based rate matching, redundancy version (RV) represents the starting position of the bits to be retransmitted in the circular buffer. Fig. 1 shows the virtual circular buffer employed for the LTE with 4 RVs representing 4 fixed starting bit locations for HARQ retransmission. In LTE case, 4 RV values {0, 1, 2, 3} are uniformly distributed on the coded bits encoded by rate-1/3 turbo codes, where RV0 is located at the position of the first non-punctured information bits. The RV order [0, 2, 3, 1] is typically employed for the LTE circular buffer. 
[image: ]
Fig. 1	Circular buffer for LTE transport block processing 

Since NR LDPC codes are different from LTE turbo codes, the positions of RV and their order could be re-designed for NR data channels. At first, if we consider the working assumption in RAN1 June Ad Hoc meeting, the positions of RV should be slightly modified because the first 2Z punctured information bits are not entered into the circular buffer. Moreover, the order of RV for retransmission also might be changed by considering the structure of the agreed NR LDPC codes. If we consider non-limited circular buffer, it is assumed that the coded bits encoded by LDPC codes of minimum supported rate of base graph (BG). The agreed minimum rates for BG#1 and BG#2 are 1/3 and 1/5, respectively. In order to determine a proper RV order for HARQ retransmission performance is evaluated. The proper RV order can be used for non-adaptive retransmissions.

Performance Evaluation
In this section, we evaluate the HARQ performance of NR LDPC codes with several possible RV orders. If we consider 4 transmissions, there are 43 possible RV orders when the first position is fixed as RV0. To avoid a vast simulation load, we select five representative RV orders, such as [0,0,0,0], [0,1,2,3], [0,2,0,2], [0,2,3,1], [0,3,2,1] in our performance evaluation. Fig. 2 and 3 represent the HARQ performance of BG#2 at 256QAM with no interleaver and a bit interleaver, respectively, when the number of information bits is 1000. Since the performance gain of the bit interleaver in [3] is obvious, we evaluate only HARQ performance when the bit interleaver in [3] is employed. Table 1 shows the detailed parameters for the performance evaluation. Simulation results in Appendix represent that the RV order [0,2,3,1] provides stable and better performance compared to that of the other RV orders for all kind of LDPC codes, modulation, code rate, and number of transmissions. 
Observation 1: RV order [0,2,3,1] provides stable and better HARQ performance than that of other RV orders.   

[image: ]
Fig. 2	Required SNR of BG#2 (256-QAM, target BLER = 0.01, no interleaver is used)

[image: ]
Fig. 3	Required SNR of BG#2 (256-QAM, target BLER = 0.01, interleaver in [3] is used)



Table 1. Evaluation Setting 
	LDPC codes
	BG#1, BG#2 [2] 

	Number of information bits 
	1000

	Modulation 
	4-QAM, 16-QAM, 64-QAM, 256-QAM

	Code rate
	From 0.1 to 0.9

	Number of transmissions
	Two (2TR), four (4TR)

	RV order
	[0,0,0,0], [0,1,2,3], [0,2,0,2], [0,2,3,1], [0,3,2,1]

	Interleaver
	Bit-level interleaver [3]

	Channel
	AWGN 



Conclusion
In this contribution, we evaluate the HARQ performance of the agreed NR LDPC codes according to RV orders. In case of non-adaptive retransmission, the RV order [0, 2, 3, 1] provides stable and better performance than that of other RV orders for all kind of LDPC codes, modulation, code rate, and the number of transmissions. 
Observation 1: RV order [0, 2, 3, 1] provides stable and better HARQ performance than that of other RV orders.   
According to the numerical results, we have the following proposal.

Proposal 1: For non-adaptive retransmission, RV order [0, 2, 3, 1] should be chosen for the NR LDPC codes. 
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Appendix I. Required SNR Results 
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Fig. 4	Required SNR of BG#1 (4-QAM, target BLER = 0.01, interleaver in [3] is used)
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Fig. 5	Required SNR of BG#1 (16-QAM, target BLER = 0.01, interleaver in [3] is used)
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Fig. 6	Required SNR of BG#1 (64-QAM, target BLER = 0.01, interleaver in [3] is used)
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Fig. 7	Required SNR of BG#1 (256-QAM, target BLER = 0.01, interleaver in [3] is used)
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Fig. 8	Required SNR of BG#2 (4-QAM, target BLER = 0.01, interleaver in [3] is used)

[image: ]
Fig. 9	Required SNR of BG#2 (16-QAM, target BLER = 0.01, interleaver in [3] is used)



[image: ]
Fig. 10 Required SNR of BG#2 (64-QAM, target BLER = 0.01, interleaver in [3] is used)
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Fig. 11 Required SNR of BG#2 (256-QAM, target BLER = 0.01, interleaver in [3] is used)
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