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Introduction
In RAN1 Jan NR ad-hoc meeting [1], it was agreed that the polar code is adopted for uplink/downlink control channels. However, RAN1 still didn’t clarify the channel coding scheme for very short length control information, such as rank indicator (RI), ACK/NACK signal, and channel quality indicator (CQI). 
In this proposal, we propose Reed-Muller (RM) code with a slightly modified generating matrix for short length control information. The proposed RM code shows better minimum distance properties than LTE RM code. Moreover, it can reuse the encoder and decoder for LTE RM codes.
Decoding of RM Codes
As shown in Fig 1, the decoder structure for the LTE RM code, the sub-code of 2nd order RM code, is firstly introduced in WCDMA standard [2]. It is based on IFHT (Inverse Fast Hadamard Transform) algorithm which guarantees the low complexity to support ML decoding. 
The decoding steps for the current RM code are given as follows:
1) The received signal is de-permuted and zero-inserted according to the puncturing for (20, K) RM code.
2) Multiplying the possible mask sequence, which is all linear combination of basis sequences except the first 6 basis sequences. Then, the first 6 basis sequences are basis elements for 1st order RM code.
3) Applying IFHT to the above multiplying sequences and finding correlation values with the whole codewords of 1st order RM code
4) Finding the highest correlation value among the calculated values and outputting the information bits mapping to the codeword for the highest correlation value.
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Fig 1. Decoder structure for the sub-code of 2nd order Reed-Muller code

When K ≥ 4, the decoding process for the proposed RM code is the exactly same with the above. When K = 2 or 3, the proposed RM code generates a repeated Simplex code. Basically, Simplex code is the punctured 1st order RM code with removing the first codeword symbol. Hence, the decoder for Simplex code can be designed by using IFHT with another dimension.
Fig 2 shows IHFT structure for L=32=25 which consists of 5 operation stages and all 32 memories are connected with butterfly logic in each stage. To decode (7, 3) simplex code, only the first 3 stages are needed within the whole 5 stages. Similarly, only the first 2 stages are needed to decode (3, 2) simplex code. Therefore, the decoder for Simplex codes can reuse RM decoder, i.e., IFHT block.


Fig 2. Inverse Fast Hadamard Transform

Consequently, the proposed RM code can generate Simplex and Repetition code for K ≤ 3, and the current RM decoder can be reused to decode these codes. It means that the proposed RM code can achieve optimized performance without additional HW increase from the current RM decoder.

Observation 1: The decoder for the proposed RM code can fully reuse the current RM decoder.
Observation 2: The proposed RM code can be decoded by ML decoding based on IHFT with low complexity.

Performance Evaluation 
To improve the minimum distance of LTE RM codes, we propose the generating matrix for RM codes in [3] which is slightly changed from that of LTE RM code, as depicted in Fig. 3. In [3], we present the minimum distances of the proposed (32, 11) and (20, 13) RM codes and we can find that the proposed RM codes achieve the optimal minimum distance bound unlike LTE RM codes, in most cases.
To verify the performance of the proposed RM codes, we conduct the computer simulation. Figs 4 and 5 present the simulation results for LTE RM code and proposed RM code under the following simulation condition:
· B : Codeword size, 32 or 20
· K : The number of control information bits
· Information length: 1≤ K ≤11 for B=32, , 1≤ K ≤ 13 for B=20
· AWGN Channel, QPSK Modulation
· Decoding algorithm: ML decoding based on IFHT

We can see that the proposed RM code performs better than LTE RM code, as we observed the minimum distance comparison in [3]. 



Fig 3. Generating Matrix of the proposed RM code
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Fig 4. Performance comparison of (32, K) LTE RM code and proposed RM code
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Fig 5. Performance comparison of (20, K) LTE RM code and proposed RM code

Observation 3: The proposed RM code performs better than LTE RM codes. 

Proposal 1: The proposed RM code should be adopted for short length control information.

Conclusion 
In the contribution, we presented the following observations and proposal:

Observation 1: The decoder for the proposed RM code can fully reuse the current RM decoder.
Observation 2: The proposed RM code can be decoded by ML decoding based on IHFT with low complexity.
Observation 3: The proposed RM code performs better than LTE RM codes. 
[bookmark: _GoBack]
Proposal 1: The proposed RM code should be adopted for short length control information.
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