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It was agreed in RAN1 NR Ad-Hoc meeting [1] that polar codes are adopted for eMBB control channel (except for very small block lengths). Some design details about polar codes have been agreed [2]. 
Two polar code families (i.e., basic polar codes and concatenated polar codes) were discussed [2] in terms of their performance, complexity, as well as the potential performance improvement due to hardware capabilities improvement.
The polar code construction is related to rate matching schemes, as rate matching schemes may result in adjusted frozen bits set. It was proposed [3] that repetition, puncturing and shortening operations should be supported as rate matching schemes for polar codes. 
In this contribution, we provide some design considerations of polar code rate matching schemes. 
2	Discussion
2.1 	 Polar Codes
We consider a polar code, where  is the information block length and  is the coded block length. Here, the value is a set as a power of 2, i.e.,  for some integer. The generator matrix of the polar code can be expressed by, where  denotes the -th Kronecker power and . 
With the well-defined polar encoder, the main design (or construction) of polar code is the mapping of the  information bits to the  input bits of the polar encoder. In principle, the  information bits should be put on the  best (or most reliable) bit channels, and the remaining  input bits not mapped from the information bits are called frozen bits. There are several ways to determine the reliability of bit channels [4], [5]. 
2.2 	 Shortening and Puncturing
A puncturing scheme is simply excluding some output coded bits. There is no impact on the code construction. On the other hand, a shortening scheme not only punctures output coded bits, but also sets the corresponding input bits to zero, which are always contained in the frozen bits set. Furthermore, these input bits are different from the other frozen bits, which could be set to any pre-defined values (i.e., not necessarily to zero). Because some input bits are set as frozen bits due to shortening, the frozen bits set needs to be adjusted accordingly.
Another difference between puncturing schemes and shortening schemes is in the process of decoding. Before polar decoding, the LLR (log-likelihood ratio) for each coded bit needs to be calculated from the received signal. In the case of puncturing, the LLR for those punctured bits is set as , indicating the punctured bit being equally likely between 0 and 1. In the case of shortening, the LLR for those shortened bits is set to , indicating the shortened bit being 0. 
Besides the quasi-uniform puncturing scheme, other advanced puncturing schemes were presented in [6], [7]. 
A shortening scheme was introduced in [8]. With this scheme, the puncturing vector is determined from the generator matrix  of the polar code. Specifically, the index of a weight-1 column in  is selected as a puncturing position (i.e., ). The column and row corresponding to that 1’s location are removed from generator matrix . This reduces the matrix dimension from  to . This continues on with the new resulting matrix for the remaining puncturing positions in the same manner. 
Note that the above shortening scheme does not lead to a unique puncturing vector. Suppose  bits are to be shortened. One implementation of the shortening scheme, which we call No Bit Reversal (NBR) shortening scheme, results in a puncturing vector with the last  bits being punctured. Another implementation of the shortening scheme, which we call Bit Reversal (BR) shortening scheme, results in a puncturing vector with the bit reversal of the last  bits being punctured. Performance evaluation of these two shortening schemes was examined in [9].
2.3 	 Shortening and Repetition
It was agreed [2] that the maximum mother code size of polar codes is 512 bits for DCI messages, and it is the working assumption that the maximum mother code size of polar codes is 1024 bits for UCI messages. In the case of large DCI or UCI payload sizes with small coding rates, the desired coded block length might exceed the agreed maximum mother code size. Thereby, a repetition algorithm is needed.
A repetition algorithm may also be used in some smaller coded block length scenarios. It is the nature of polar code that its mother code size is always a power of 2. For a given UCI or DCI payload size and a given coding rate, the desired coded block length can be calculated. 
Consider the case that a desired coded block length is just a few bits more than a power of 2. If a puncturing scheme or a shortening scheme is used, then a lot of bits will be punctured or shortened. This deep puncturing may affect the performance of the resulting polar codes. On the other hand, if a repetition scheme is used, then only a few bits will be repeated. It was shown in [10] that the BLER performance of a repetition scheme is even better than that of a shortening scheme. Some advanced repetition schemes were presented in [11]. 
Besides the performance advantage of repetition schemes, the complexity of using a repetition scheme is lower than that of using a shortening or puncturing scheme. Note that the computational complexity of polar successive cancellation list decoder is roughly , where is the mother code length and  is the list size [12]. Since a repetition scheme is based on a smaller mother code length than a shortening or puncturing scheme, its complexity is also lower.  
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Figure 1 shows our simulation results where QPSK modulation and AWGN channel are assumed. In the simulations, we use the polar code with sequence designed in [13] and use the CA-SCL (L=8) decoding algorithm. The coding rate is fixed to 1/3, and the information block length granularity in the simulation is 10 bits, except for some interesting areas. 
We compare the BLER performance of repetition and shortening schemes. For repetition, we use a simple repetition scheme where the repetition starts from the top of the encoded bits. For shortening, we simulate both NBR and BR shortening schemes. 
Figure 1 shows the minimum SNR required to achieve the target BLER level of . It can be seen in the figure that the repetition scheme outperforms the shortening schemes when the desired coded block length is a few bits more than a power of 2. Specifically, if a desired coded block length belongs to the intervals of [128, 144], [256, 295], [512, 595], then the repetition scheme outperforms the shortening schemes. 
It can also be observed in the figure that if a desired coded block length lies between the intervals of [178, 256], [440, 512], then the NBR shortening scheme outperforms the BR shortening scheme. Otherwise, the BR shortening scheme outperforms the NBR shortening scheme. 
Observation 1: The repetition scheme outperforms the shortening schemes when the desired coded block length is a few bits (say,) more than a power of 2. The value of  depends on the mother code length. 
Observation 2: The shortening schemes outperform the repetition scheme when the desired coded block length is more than a few bits larger than a power of 2. The BLER performance of the BR shortening scheme and the NBR shortening scheme may cross over. 
We do not show the simulation results of puncturing schemes in Figure 1. However, it is shown in [7] that performance of puncturing scheme and shortening scheme may cross over. This may depend on coding rate or mother coding rate.
Based on the above observations, we have the following proposals:
Proposal 1: If the desired coded block length is between  and , for some integer n, then a repetition scheme should be applied. 
Proposal 2: If the desired coded block length is between  and , for some integer n, then a shortening scheme or a puncturing scheme should be applied. The selection between shortening schemes and puncturing schemes may depend on coding rate. 
Proposal 3: Detailed repetition schemes, shortening schemes and puncturing schemes should be further studied. 
3	Conclusion
In this contribution, we had examined rate matching schemes for polar codes. We have the following observations: 
Observation 1: The repetition scheme outperforms the shortening schemes when the desired coded block length is a few bits (say,) more than a power of 2. The value of  depends on the mother code length. 
Observation 2: The shortening schemes outperform the repetition scheme when the desired coded block length is more than a few bits larger than a power of 2. The BLER performance of the BR shortening scheme and the NBR shortening scheme may cross over. 
Our proposals are shown below:
Proposal 1: If the desired coded block length is between  and , for some integer n, then a repetition scheme should be applied. 
Proposal 2: If the desired coded block length is between  and , for some integer n, then a shortening scheme or a puncturing scheme should be applied. The selection between shortening schemes and puncturing schemes may depend on coding rate. 
Proposal 3: Detailed repetition schemes, shortening schemes and puncturing schemes should be further studied. 
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