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Introduction
In R1-AH-NR meeting, there was some agreements relating to LDPC code.
Agreement:
· Number of base graphs NBG is FFS between 1, 2 and 3, considering the trade-offs

Agreement: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs: 
· {8192, 256}, {8192, 512}, {8192, 1024},
· {FFS near 8192, 320}, {FFS near 8192, 384}
Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z

Conclusion:
· Evaluations at BLER of a single code block = 1e-2 (for performance comparison between codes) and 1e-4 (for the purpose of comparing the error floor performance of the codes)

Working Assumption: 
· For at least one base graph, 
· the parity check matrix consists of five sub-matrices (A, B, C, D, E)
 (
A
C
D
E
B
)
· A may contain systematic and parity bits
· B: 
· B is not necessarily square
· One of the columns has weight-three 
· The columns of B after the weight-three column have a dual diagonal structure, e.g.:
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· C is a zero matrix
· E is an identity matrix for the above base graph
· Other structures can be considered for other base graph(s), if any
· Can be revisited if another structure is shown to be superior in performance and complexity

In this contribution, we further optimize the compact QC-LDPC code and come out two versions of LDPC codes. The first one is a QC-LDPC code without quasi-row orthogonal characteristic and the second one is a QC-LDPC code with quasi-row orthogonal characteristics. We introduce these two versions of LDPC codes and provide performance comparisons between these two LDPC codes. 
QC-LDPC Code with Quasi-Row Orthogonality
Base matrix Design
The proposed single-edge base matrix is shown in Figure 1. This proposal follows the working assumption of R1-AH-NR.
The blocks of variable nodes (VN) 0~15 correspond to information bits and the other VN blocks correspond to parity bits.
Blocks of VN0 and VN1 are punctured in the beginning of the initial transmission. For flexible message sizes, the zero-padded bits are allocated from right to left starting from VN15. For rate-matching, the parity bits are punctured from right to left. Therefore, for CR=8/9, the  upper left corner of the base matrix is used and for CR=1/3, the upper left corner of the base matrix is used.
This base matrix has extremely good performance and is designed to be compact with quasi-row orthogonality which can enable efficient implementations for both block-parallel LDPC decoders and row-parallel LDPC decoders. The implementation complexity and performance comparison is discussed in [2].
Observation 1: A compact quasi-row-orthogonal base matrix can achieve extremely good performance.
Observation 2: A compact quasi-row-orthogonal base matrix can enable extremely good decoding implementation complexities.
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Figure 1: Proposed LDPC base matrix with quasi-row orthogonality
Proposal 1: A compact as possible base matrix should be favored provided its performance meets or exceeds that of other competing proposals.
[bookmark: _Ref474149036]Shift-coefficient Design
In this proposed LDPC codebook, we first define the sets of optimized lifting factors (Z) as four sets with

The maximal message size is 8192 which corresponds to Z=512. The corresponding shift values are represented by 4 shift coefficient tables which correspond to shift coefficients of. For other smaller lifting factor of  with, the corresponding shift coefficient can be obtained by
,
where  is the shift coefficient of the (-th element in the shift coefficient tables for. The shift-coefficient table for Z=512 is shown in Figure 2. For the case of small lifting values, not every lifting value will actually be used, for example  are not currently used, because in some cases for these small sizes, zero-padding a larger lifting value produces more favourable results. This will be discussed more in the next section.
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[bookmark: _Ref474182397]Figure 2: Shift Coefficient Table for Z=512
Proposal 2: A limited set of possible lifting factors, Z, should be considered for NR.
Proposal 3: Shift coefficient values for various lifting factors should be derived from their largest factor of power-of-two shift coefficient in a nested shift coefficient set.
Lifting Factor and Zero-Padding Design 
In order to achieve LTE granularity or even 1-bit granularity of message size (K) but due to the limited number of lifting factors desired to be supported, zero-padding of some information bits before encoding is required and proposed by many companies. In this proposed LDPC code, the lifting factor that results in the smallest number of zero-padding bits  for large message size is selected, e.g., for .  Therefore, the lifting factor for a message size is selected as

For small message sizes, the lifting factor gets smaller and therefore the number of short cycles in the lifted Tanner graph gets larger. The performance of the QC-LDPC code would degrade accordingly. Therefore, the lifting factors for small message sizes should be carefully designed. In this proposed LDPC code, a special design of lifting factors is required for as shown in Table 1. In addition, some examples for larger message sizes are also listed in Table 1.
[bookmark: _Ref471563156]Table 1: Example code block size, K, to lifting factor, Z, mappings 
	K
	Z(K)

	40~47
	12

	48~60
	10

	61~67
	16

	68~91
	12

	92~448
	28

	449~503
	40

	504~512
	32

	1000
	64

	2000
	128

	4000
	256

	6000
	384

	8000
	512



Proposal 4: For small message sizes, the lifting factors need to be explicitly specified for better performance. For large message sizes, the lifting factor is selected such that the number of zero padded bits is minimized. 
Performance Comparison with QC-LDPC without qRO
We compare the performance between the QC-LDPC code with qRO (curves with plus sign) and that without qRO (curves with circle mark). As you can see, the performance difference is very small. In the figures, the SNR gap at 1e-2 are all smaller than 0.05dB. The SNR gap at 1e-4 are a little larger but are still all smaller than 0.15dB. In both cases there is no perceivable error floor above 1e-4. Therefore we suggest that NR QC-LDPC code should be selected to be a quasi-row orthogonal QC-LDPC code. 

[image: ]
Figure 3: qRO vs. non qRO SNR vs. BLER performance for CBS=8000 at CR of 0.59 to 0.89
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Figure 4: qRO vs. non qRO SNR vs. BLER performance for CBS=8000 at CR of 0.33 to 0.58

Proposal 2: The NR QC-LDPC code should be a compact QC-LDPC code with quasi-row orthogonality.
Conclusion
The following summarizes the observations and proposals in this contribution.
Proposal 1: A compact as possible base matrix should be favored provided its performance meets or exceeds that of other competing proposals.
Observation 1: A compact quasi-row-orthogonal base matrix can achieve extremely good performance.
Observation 2: A compact quasi-row-orthogonal base matrix can enable extremely good decoding implementation complexities.
Proposal 2: A limited set of possible lifting factors, Z, should be considered for NR.
Proposal 3: Shift coefficient values for various lifting factors should be derived from their largest factor of power-of-two shift coefficient in a nested shift coefficient set.
Proposal 4: For small message sizes, the lifting factors need to be explicitly specified for better performance. For large message sizes, the lifting factor is selected such that the number of zero padded bits is minimized. 
Proposal 2: The NR QC-LDPC code should be a compact QC-LDPC code with quasi-row orthogonality.
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