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Introduction
In the RAN1 NR Ad-hoc meeting in January 2017, it was agreed [1] that 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs: 
· {8192, 256}, {8192, 512}, {8192, 1024},
· {FFS near 8192, 320}, {FFS near 8192, 384}
· The exact {Kmax, Zmax} pair to be selected from the above 5 at RAN1#88
Since the granularity for shift size Z as well as Kmax and Zmax is a key parameter for construction of LDPC code, we should discuss it in a timely manner. In [2], [3], Samsun proposed a flexible quasi-cyclic (QC) LDPC code with fine granularity, Z = 1, 2, 3, …, 256, and analysed its performance. According to the simulation results in [2], [3], we can see that the performance of the proposed code is stable and good.
In this contribution, we assert that QC LDPC codes with a fine granularity have a performance advantage, as compared with those with a coarser granularity. Some performance evaluation results show that the flexible QC LDPC code with fine granularity, Z = 1, 2, 3, …, 256, which is proposed in [2], [3], has advantages of good coding gain and stable performance in terms of information block sizes. 
Multi-Length QC LDPC Codes with Fine and Coarse Granularity
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Let  be the  matrix given by 

where  are exponent indices of circulant permutation matrices,  and  are the numbers of column and row blocks, respectively.  is just the circulant permutation matrix which shifts the identity matrix  to the right by  times for any integer , . For simple notation, we denote the  zero matrix  by. Then the code with  is referred to as a QC LDPC code. When  has full rank, we can assign  information bits to  column blocks. We call these  column blocks information column blocks. According to the agreements,  could be selected as one of the numbers from 8 to 32. 
[bookmark: _GoBack]QC LDPC codes can easily support variable information block sizes by adjusting the size of circulant permutation matrices (or shift size). If we want to support total  information block sizes without any shortening of information bits, the information block sizes can be represented as , . For our convenience, if a QC LDPC code has a relatively small and larger values for , respectively, we call it QC LDPC with fine granularity and coarse granularity, respectively.
For example, we assume that the following two sets for shift sizes:
1) , .
2) , 
, , , 
, , .
Therefore, the values  for  and  are approximately 1 and 5.3, respectively, and it is clear that  has a finer granularity than .
To evaluate the performance of QC LDPC codes according to granularity, we conduct the simulation for QC LDPC codes proposed in [3-5], respectively. The set of supportive shift sizes for QC LDPC codes in [3] and [4] are  and , respectively, and that for QC LDPC code in [5] is {4, 5, 6, 7, 8, 10, 12, 14, 16, 20, 24, 28, 32, 40, 48, 56, 64, 80, 96, 112, 128, 160, 192, 224, 256, 320, 384, 448, 512, 640, 768, 896}. Note that the granularity the code in [5] has a coarser granularity than  and .
Since the performance variation according to the granularity is noticeable for low code rate, we present the simulation results only for code rate 1/5 in Figure 1. As we can see that the QC LDPC code with the coarsest granularity has the worst performance. Furthermore, as the granularity becomes finer, the performance of QC LDPC codes is improved. One important reason for this is that the finer granularity can reduce the portion of shortening information bits. In other words, the QC LDPC code with a coarser granularity may need a shortening of many information bits to support variable information block sizes. In general, the set of shift sizes  can minimize the portion of shortening bits. Therefore, the QC LDPC code with  provides the best and stable performance, as shown in Figure 1. 
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Figure 1. Performance evaluation according to granularity of shift size Z (Code rate = 1/5)

Observation 1: As the granularity for shift sizes becomes finer, the performance of QC LDPC codes is improved. In other words, QC LDPC codes with finer granularity has an advantage for good and stable performance, due to reduction of large shortening. 

To support a fine granularity, QC-LDPC Shift Network (QSN) can be used. Since the area of the QSN can be estimated as a few % of the total decoder area (e.g., less than 7% for  [6-8]. Therefore, the increase of decoder area for QSN may be negligible in comparison with another specialized network (e.g., Banyan network) for some restricted shift sizes. 

Proposal 1: QC LDPC codes with fine granularity should be adopted for NR. 
Proposal 2: To adopt QC LDPC code with fine granularity, Samsung propose the restriction on the maximum proportion X % of the number of information bits to be shortened to the number of total information bits. X should be discussed. 

Observations and Proposals 
In this contribution, we present the following observation and proposals: 

Observation 1: As the granularity for shift sizes becomes finer, the performance of QC LDPC codes is improved. In other words, QC LDPC codes with finer granularity has an advantage for good and stable performance, due to reduction of large shortening. 

Proposal 1: QC LDPC codes with fine granularity should be adopted for NR. 
Proposal 2: To adopt QC LDPC code with fine granularity, Samsung propose the restriction on the maximum proportion X % of the number of information bits to be shortened to the number of total information bits. X should be discussed. 
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