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1. Introduction
In RAN-1 #87 meeting and Ad-hoc meeting, it was decided to adopt polar codes for NR eMBB uplink and downlink control information. Now we should study practical issues such as performance, latency, and power consumption of Polar encoder and decoder. It is well known that that polar codes with SC-list (SCL) decoding already outperform tail-biting convolutional codes (TBCCs) in LTE. However, long decoding time due to the nature of serial operations has been pointed out as a serious problem of SC-based decoding algorithms. In addition, there has been a high level of concern about power consumption of Polar decoders especially for downlink. The SCL decoding is much more complex than TBCC decoding, and dozens of blind decoding operations should be carried out for downlink control channels every time (e.g. 44 blind decoding in LTE).
In NR, requirements on latency and complexity may become stricter than those of LTE. Considering these practical issues, the maximum mother polar codes sizes should be limited to appropriate levels to reduce the latency and the power consumption. In this regard, there are some discussions on the maximum mother code size of polar codes in RAN-1 Ad-hoc meeting in January 2017. 
Agreement:
· Maximum mother code size of polar code, N=2n, is:
· 256 <= Nmax,DCI <=1024 for downlink control information
· 1024 <= Nmax,UCI <= 2048 for uplink control information
· Exact values to be revisited with the aim of agreeing at RAN1#88  

In this contribution, we revisit the latency and computational complexity of polar codes, which were discussed in [1] and [2]. Some efficient rate-matching schemes for small polar codes are then introduced to achieve better error-correcting performance. 

2. Latency & Complexity of Polar Codes	
We use following basic notations for polar codes in this contribution.
[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK1]- : the number of information bits without CRC bits
- : the number of CRC bits
- : desired code rate (CRC bits are treated as redundant bits)
- : the number of codeword bits ()
-  mother code size ()
-  the maximum mother code size of polar codes
- : list size of successive-cancellation list (SCL) decoder 
In [1] and [2], latency and computational complexity of Polar decoders were analysed. Assume a parallel sorter such as radix- sorter that completes a sorting of  elements in a single clock cycle. Then, the latency of SCL decoder is given as

and computational complexity is given as

The mother code size  is a dominant factor determining the decoding latency and complexity. When  doubles, the latency and the complexity also almost doubles. Therefore, the most efficient way to reduce the latency and power consumption is to use polar codes with small . 
Since the decoding latency and complexity of Polar SCL decoders are huge, it is desirable to make  as small as possible while maintaining the performance as good as LTE. The minimum mother code rate of the LTE TBCCs without repetition is . Since the maximum length of downlink control information (DCI) is about , the maximum codeword length without repetition is . Thus, polar codes of  is enough to achieve better coding gain than TBCCs. For uplink control information (UCI), the maximum length is approximately , so the maximum codeword length without repetition is given as . It is guaranteed that polar codes of maximum size  achieve better performance than LTE TBCCs. Observation 2: Maximum polar code size  and  guarantee better coding performance than LTE TBCCs for DCI and UCI transmissions, respectively.
Proposal 1: Maximum mother polar code size for DCI should be 256.
Proposal 2: Maximum mother polar code size for UCI should be 1024.

3. Rate-Matching Schemes for Small Polar Codes
[bookmark: OLE_LINK18]Although the maximum polar codes size is limited, there are efficient methods to encode and decode longer codewords. In this section, we introduce some rate-matching schemes to improve the performance of small polar codes. 
The simplest rate-matching method for making low-rate codewords is repetition. Contrary to other channel coding schemes such as turbo codes and LDPC codes, we have a chance to improve the performance of repeated codewords by careful polar code design. For example, it was proposed in [3] to determine good repetition vectors of rate-compatible polar codes for hybrid-ARQ, and this scheme can be applied to design better low-rate polar codes with repetition. In addition, each of followings can be considered to improve the repeated polar codes. 
· Design an interleaver (order of repetition) with a fixed frozen bit sequence
· Design a good frozen bit sequence with a fixed order of repetition (channel quality)
· Optimize both the frozen bit sequence and the order of repetition simultaneously 
Segmentation is a good alternative to reduce the decoding latency. The information bits are divided into two or more segments and each of them is separately encoded at the transmitter. Then, the receiver parallelly decodes multiple codewords. Although the decoding complexity does not decrease and multiple decoders should be implemented, the problem of long decoding time can be effectively mitigated. Multiple codewords can be handled simultaneously by using some schemes such as cross CRC-check, and then the performance loss due to the segmentation can be alleviated.
There is another way to make additional parity bits from small polar codes. It was proposed to transmit intermediate encoded bits in Polar coding graph for hybrid-ARQ [4][5], and this method can also be used for rate-matching. Since every variable node (circle) in Polar coding graph contains a single bit, which is a linear combination of information bits, so this bit can be regarded as a parity bit. Additional coding gain can be obtained for low-rate transmission by transmitting these intermediate encoded bits in Polar coding graph. 
Fig. 1 shows the conceptual behaviour of intermediate node transmission in polar codes. There are two types of variable nodes – single parity-check bits and repetition bits – in the Polar coding graph. At the encoder, any bit in an intermediate node can be transmitted, but it would be better to choose single parity-check bits to achieve additional coding gain as depicted in Fig. 1. Decoding of codewords with intermediate encoded bits is the same as conventional one, and some additional LLR combining is done at the intermediate nodes. The number of computation does not increase compared with the ordinary repetition method since LLRs are also combined at the repetition nodes. In addition, in this example, the additional LLR combining at the intermediate nodes can be completed in a single clock cycle. Therefore, the decoding latency equals , and the increase in the clock cycles is negligible. 

Figure 1 Rate-matching by transmitting intermediate encoded bits in Polar coding graph
We simply evaluate the performance of polar codes with intermediate encoded bit transmission. Table 1 and Table 2 show simulation environments for DCI and UCI transmissions. 
Table 1 Code Construction of (384, 32) Polar Codes for DCI Transmission 
	
	Code 1 ()
	Code 2 ()

	Code construction
	Polar codes in [6]
	Polar code (given in companion text file)

	Rate-matching
	Puncturing from  code
	Obtaining intermediate encoded bits 
from  code

	Decoding algorithm
	CA-SCL decoding 


Table 2 Code Construction of (1440, 120) Polar Codes for UCI Transmission
	
	Code 3 ()
	Code 4 ()

	Code construction
	Polar codes in [6]
	Polar code (given in companion text file)

	Rate-matching
	Puncturing from  code
	Obtaining intermediate encoded bits 
from  code

	Decoding algorithm
	CA-SCL decoding 


Fig. 2 shows the performance of two codes for DCI transmission. As shown in the right figure, Code 2 () performs as good as Code 1 () even though the latency and the computational complexity of Code II are almost a half. The performance gap between two codes is smaller than 0.1dB. 

Figure 2 Comparison of Code 1 and Code 2 for DCI: (left) BLER performance and (right) latency
In Fig. 3, the performance of Code 3 () and Code 4 () are compared for UCI transmission. Similar to the result of DCI transmission, there is no significant loss even though the half-sized polar code is employed for UCI transmission. The performance loss is negligible, but we achieve great reduction in latency and complexity. 
[image: C:\Users\minyc\AppData\Local\Microsoft\Windows\INetCacheContent.Word\Fig02.png]
Figure 3 Comparison of Code 1 and Code 2 for UCI: (left) BLER performance and (right) latency
As a result, the maximum polar codes size can be effectively reduced by half while obtaining comparable performance. Especially, some rate-matching schemes improve the performance of low-rate polar codes with small mother code sizes. It seems that these rate-matching schemes are worth to be further investigated. 
Observation 2: Comparable error-correcting performance can be achieved by using some efficient rate-matching schemes in spite of shorter latency and smaller computational complexity.
Proposal 3: Rate-matching schemes including repetition, segmentation, and intermediate encoded bit transmission should be further studied. 

4. Conclusions
Decoding latency and complexity have been pointed out as a major problem of polar code decoders. Since these features of SCL decoders are proportional to the mother polar code sizes, it is necessary to make a limit on the maximum mother polar code size to meet potentially stricter requirements for NR control channels. In this contribution, it was shown that it is possible to reduce the maximum mother polar code size while improving the error-correcting performance compared to LTE.
Observation 1: Maximum polar code size  and  guarantee better coding performance than LTE TBCCs for DCI and UCI transmissions, respectively.
Proposal 1: Maximum mother polar code size for DCI is 256.
Proposal 2: Maximum mother polar code size for UCI is 1024.

There are some efficient ways to improve the performance of low-rate small polar codes. We investigated repetition, segmentation, and intermediate encoded bit transmission to yield long codewords with small polar codes. According to some performance evaluations, the coding performance can be improved by using these schemes in spite of smaller mother code sizes. These rate-matching schemes are worth to be further studied.
Observation 2: Comparable error-correcting performance can be achieved by using some efficient rate-matching schemes in spite of shorter latency and smaller computational complexity.
Proposal 3: Rate-matching schemes including repetition, segmentation, and intermediate node transmission should be further studied. 
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