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Introduction
In RAN1#87 meeting, LDPC was agreed for DL eMBB data channels and working assumption for UL eMBB data channel was made [1]. In RAN1 NR ad-hoc #1, the working assumption was confirmed [2].
In RAN1 NR ad-hoc #1, the following working assumptions and agreements were made for LDPC code design.
Working Assumption: 
· For at least one base graph, 
· the parity check matrix consists of five sub-matrices (A, B, C, D, E)
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· A may contain systematic and parity bits
· B: 
· B is not necessarily square
· One of the columns has weight-three 
· The columns of B after the weight-three column have a dual diagonal structure, e.g.:
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· C is a zero matrix
· E is an identity matrix for the above base graph
· Other structures can be considered for other base graph(s), if any
· Can be revisited if another structure is shown to be superior in performance and complexity
Agreement: 
· Number of base graphs NBG is FFS between 1, 2 and 3, considering the trade-offs
· If NBG >1, 
· Each base graph covers a different range of block sizes and/or code rates (not necessarily precluding partially overlapping ranges)
· FFS whether one range can be fully covered by another range
Agreement: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs: 
· {8192, 256}, {8192, 512}, {8192, 1024},
· {FFS near 8192, 320}, {FFS near 8192, 384}
· The exact {Kmax, Zmax} pair to be selected from the above 5 at RAN1#88
Agreement:
· Base graph for supporting Kmax has minimum code rate Rmin,kmax = ~1/3 
· ‘~’ means approximately
· This does not preclude extending the same base graph to code rate lower than ~1/3 when supporting K<Kmax, provided that the number of variable nodes (after lifting) of any parity check matrix, Nmax, is not exceeded, where:
· Nmax = Kmax / Rmin,kmax + Nsys,punct
· Nsys,punct is the number of built-in punctured systematic bits
· Base graph for any info block sizes K has
· Rmin,k >= ~1/5, provided that Nmax is not exceeded
Agreement:
· Shortening is applied before LDPC encoding when necessary
· Working assumption: Filler bits F are attached at the end of info block B to form vector U = [B F] 
· Can be verified at RAN1#88
· Vector U is the input to LDPC encoding
The filler bits F are not transmitted
Agreement:
· For the QC-LDPC design, the non-zero sub-blocks have circulant weight = 1
Circulant weight is the number of superimposed circularly shifted ZZ identity matrices
In this contribution, we discuss several aspects of LDPC code design for eMBB.

Discussions
2.1 Orthogonal base matrix
In last RAN1 meetings, orthogonal and quasi-orthogonal base matrix of LDPC code were proposed in [3][4][5][6]. Assume that the parity check matrix consists of five sub-matrices (A, B, C, D, E) as shown in Figure 1. Two or more than 2 rows of submatrix D will be orthogonal in orthogonal base matrix, that is, ‘1’ in D will not occur to the same position in next consecutive multiple rows.
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Figure 1. Structure of parity check matrix
To achieve peak data rate requirement, we can consider two types of LDPC decoder architecture: block parallel decoder and row parallel decoder. Block parallel decoder process single or multiple edges in one row in one decoding cycle. On the other hand, row parallel decoder process all edges in one row in one decoding cycle. Hence, row parallel decoder may be well suited in row orthogonal base matrix, which enables row parallel decoder to process multiple rows of base matrix at one time. However, we should consider complexity of row parallel decoder. Based on analysis in [7], complexity and power consumption of row parallel decoder seem to be too high. Hence, high complexity and large power consumption may be burden for decoder implementation. If so, it is not necessary for row orthogonal base matrix to be considered further for LDPC design work.
One potential benefit of orthogonal or quasi-orthogonal base matrix would be latency reduction because of parallel processing of multiple rows in base matrix. It may be suitable for self-contained frame structure where the strict HARQ-ACK timing is required, e.g., URLLC scenario. However, at this stage, we are unclear that the strict HARQ-ACK timing is also required for eMBB data. 
Observation 1: Row parallel decoder may cause high complexity and large power consumption.
[bookmark: _GoBack]Proposal 1: If row parallel decoder would give implementation burden, row orthogonal base matrix should be de-prioritized in LDPC design work.

2.2 Shortening
In last RAN1 NR ad-hoc, the shortening is agreed to support if necessary and working assumption that filler bits are attached at the end of information block was made. It is common understanding that the location of filler bits may not give significant performance impact if the amount of filler bits is small. Hence, working assumption can be confirmed if the performance impact by shortening is not significant.
Proposal 2: Working assumption that filler bits are attached at the end of information block can be confirmed if the performance impact by shortening is not significant.

2.3 Minimum code block size
In last RAN1 NR ad-hoc, the working assumption that minimum code block size would be 40~100 bits. Since LTE specification supports 40 bits for minimum code block size, it is straightforward to support 40 bits as minimum code block size of LDPC if there is no clear benefit to support other value for minimum code block size.
Proposal 3: Minimum code block size of 40 bits for LDPC should be baseline.

Conclusions
In this contribution, we discuss several aspects of LDPC design. Based on discussion, we obtain the following observation and proposals.
Observation 1: Row parallel decoder may cause high complexity and large power consumption.
Proposal 1: If row parallel decoder gives implementation burden, row orthogonal base matrix should be de-prioritized in LDPC design work.
Proposal 2: Working assumption that filler bits are attached at the end of information block can be confirmed if the performance impact by shortening is not significant.
Proposal 3: Minimum code block size of 40 bits for LDPC should be baseline.
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