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1   Introduction
In RAN1#84, the following design assumption related to sTTI and regular TTI (non-sTTI) was agreed for the study on latency reduction
Agreements:
· Following design assumptions are used for the study

· From eNB perspective, existing non-sTTI and sTTI can be FDMed in the same subframe in the same carrier
· FFS: Other multiplexing method(s) with existing non-sTTI for UE supporting latency reduction features
In RAN1#84bis, the issue of sTTI and regular TTI multiplexing from UE perspective was discussed for both UL and DL, and several alternatives were identified. In this document, we discuss our views on sTTI and regular TTI multiplexing. 
2   Discussion

2.1 Impact of regular TTI and sTTI multiplexing on system performance
In order to evaluate impact of sTTI and regular TTI multiplexing on system performance, we use the methodology described below (Annex A provides additional details).

· Initially, the system is loaded with only regular TTI users (FTP1 type traffic, 0.5MB packet size, 1ms TTI size). The arrival rate for regular TTI users is set for medium system loading (~45% RU)

· sTTI users are gradually introduced into the system (FTP1 type traffic, 0.1MB packet size, ~140us TTI size). The arrival rate for sTTI users is varied such that a medium to high range of overall system load levels are simulated (~50% to ~80%RU). 

· Packet latency for regular TTI users and sTTI users is captured for different sTTI arrival rate values (i.e., different system load levels)

· For simplicity, TDM scheduling is assumed between various packets of various UEs using regular TTI transmissions. Similarly, TDM scheduling is assumed between packets of various UEs using sTTI transmissions. i.e., at any given time a maximum of 1 legacy UE using regular TTI + 1sTTI UE can occupy the subframe. 

· Packet transmission time (over the air-interface) for each user is derived based on SNR of the user and number of available RBs. The SNR of each user is chosen from a SNR distribution obtained from prior system simulations for small cell scenario 2a.

· Two types of multiplexing approaches between sTTI and regular TTI users are studied

· Approach 1 (FDM) - Strict FDM  where overlap between resources used for regular TTI and sTTI is not allowed

· regular TTI transmissions are scheduled only in a fraction of total RBs (75% and 50% of system bandwidth simulated). 

· If a legacy UE transmission is ongoing when a packet for a sTTI UE arrives, the sTTI UE packet is scheduled in remaining fraction of RBs. If legacy UE transmission is not ongoing, the sTTI UE packet is scheduled using full bandwidth.

· Approach 2 (Puncturing) - Overlap between resources used for regular TTI and sTTI is allowed via puncturing

· regular TTI transmissions can be scheduled in all the available resources of a subframe (i.e., a predefined partition is not used).

· When a sTTI transmission has to be made in a subframe and the subframe has an ongoing regular TTI transmission, the sTTI UE packets can still be scheduled using full bandwidth (via puncturing regular TTI transmission).

· If at least one sTTI UE packet transmission occurs (via puncturing) during an ongoing regular TTI transmission, the regular TTI transmission is assumed to be lost
 for the entire subframe, and is retransmitted again resulting in increased packet transmission time.
Figure 2.1-1 compares median packet latency between Approach 1 (FDM75 - 75% pre-allocated legacy RBs – blue; FDM50 - 50% pre-allocated legacy RBs – red) and Approach 2 (Puncturing - green). Figure 2.1-2 and Figure 2.1-3 show the corresponding comparison for 5%le packet latency and 95%le packet latency respectively.  

The following observations can be made from the results.

· For sTTI UEs

· Approach 2(green) which allows overlap between regular TTI and sTTI users provides the best packet latency for all loads.

· For regular TTI UEs,

· When comparing Approach 1 FDM50(red) and Approach 2(green), Approach 2 provides better latency for all load levels.

· When comparing Approach 1 FDM75(blue) and Approach 2(green), Approach 2 provides better latency than FDM75 up to a point (~10 sTTI users/s arrival rate, which corresponds to overall measured RU of ~67%) , after which FDM75 is better. However, the trade-off is that packet latency for sTTI UEs is much worse given the relatively fewer allocated RBs.

· Overall, the results illustrate that the benefit of Approach 1 is that it provides predictable (albeit worse in many cases) performance for regular TTI UEs while decreasing the latency reduction potential for sTTI UEs. Alternately, Approach 2 provides better performance for both regular TTI and sTTI UEs provided the system loading is not very high.

Given the negative impact of strict-FDM on system performance, we propose that in any given subframe, eNB should have the flexibility to allocate overlapping resources for sTTI or regular TTI transmission. If the eNB chooses, strict-FDM can be achieved by picking a set of sTTI RBs and scheduling regular TTI users outside those RBs, but strict-FDM should not be the only mode supported for sTTI operation.
Proposal 1: In a given subframe, eNB should have the flexibility to allocate overlapping resources for sTTI or regular TTI transmission. Strict-FDM should not be the only mode supported for sTTI operation.
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Figure 2.1-1- Strict FDM vs. Overlap via Puncturing comparison (median latency)
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Figure 2.1-2- Strict FDM vs. Overlap via Puncturing comparison (5%le latency)
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Figure 2.1-3- Strict FDM vs. Overlap via Puncturing comparison (95%le latency).

2.2 Impact of regular TTI and sTTI multiplexing on UE behaviour
In RAN1#84bis, it was agreed that the UE is expected to handle the case of legacy non-unicast PDSCH and sPDSCH on the same carrier in a subframe. With respect to legacy unicast PDSCH and sTTI unicast PDSCH, the following alternatives were identified.

· Alt 1: A UE is not expected to receive legacy TTI unicast PDSCH and short TTI unicast PDSCH simultaneously on one carrier.
· Alt 2: If the UE is scheduled with legacy TTI unicast PDSCH and short TTI unicast PDSCH simultaneously on one carrier, then it may skip the decoding of one of them (FFS rules for determining which one)

· Alt 3: A UE is expected to receive legacy TTI unicast PDSCH and short TTI unicast PDSCH simultaneously on one carrier
Alt1 appears simplest from UE perspective but it prevents the eNB from guaranteeing a scheduling delay for sTTI transmission that is less than 1ms
. Alt2 and Alt 3 address this issue by allowing the UE to receive a sTTI transmission even when a regular TTI transmission is scheduled in the subframe. Alt 3 requires parallel decoding of legacy unicast PDSCH and sPDSCH. Alt2 attempts to avoid this by allowing the UE to skip decoding one of them. However, even with Alt2, parallel decoding of sPDCCH and legacy unicast PDSCH has to be supported. The skip decoding operation may require the UE to modify legacy unicast PDSCH processing timelines. Changes to legacy unicast PDSCH processing can be avoided for Alt3, if the UE employs a CA like processing scheme where sTTI and legacy TTI processing are done in parallel (i.e., sTTI processing is done in a similar manner as Scell processing in a CA implementation). The extra hardware impact due to Alt3 can be reduced by not increasing UE soft buffer size. 
Based on the above discussion, we propose that UE behaviour based on Alt 2 or Alt 3 (preferably Alt3) should be assumed for legacy unicast PDSCH and sPDSCH reception.

Proposal 2: UE should be able to decode a sPDSCH in a subframe even when legacy unicast PDSCH is scheduled in the same subframe.
In RAN1#84bis, it was also agreed that a UE is not expected to transmit PUSCH and short TTI sPUSCH simultaneously on the same REs (i.e. by superposition). Whether a UE may transmit PUSCH and short TTI sPUSCH in the same subframe (either in different RBs or via puncturing PUSCH) was left for further study. 
If the UE is aware ahead of time that it has to transmit both PUSCH and sPUSCH in subframe n (i.e., before the UE processing begins for transmission of PUSCH in subframe n), it should be possible to support an approach where the UE can be made to drop one of the two transmissions. However, for very short sTTI lengths, it may be possible that the UE may have already begun hardware processing for transmission of PUSCH in subframe n by the time it receives a grant for sPUSCH transmission in subframe n. In such occasions, if parallel transmission of PUSCH and sPUSCH in the same subframe is not allowed, the UE will have to always drop sPUSCH transmission. In order to avoid this, UE behaviour that assumes parallel transmission of PUSCH and sPUSCH in the same subframe (either in different RBs or via puncturing PUSCH) should be supported. 
Proposal 3: UE should be able to transmit PUSCH and sPUSCH in the same subframe either in different RBs or via puncturing PUSCH.
3 Conclusions

In this document, we discuss our views on sTTI and regular TTI multiplexing and propose the following

· Proposal 1: In a given subframe, eNB should have the flexibility to allocate overlapping resources for sTTI or regular TTI transmission. Strict-FDM should not be the only mode supported for sTTI operation.

· Proposal 2: UE should be able to decode a sPDSCH in a subframe even when legacy unicast PDSCH is scheduled in the same subframe.

· Proposal 3:  UE should be able to transmit PUSCH and sPUSCH in the same subframe either in different RBs or via puncturing PUSCH.
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5 Annex A (Additional Simulation Details)
Additional simulation assumptions are listed in Table A-1 below. 

Transmission rate of each user is generated from a SNR distribution obtained from prior system simulations for small cell scenario 2a. Evaluation assumptions for the prior system simulation are described in [1].
Table A-1 – Additional simulation assumptions

	Parameter
	Assumption/Value

	System bandwidth 
	10MHz

	TTI length
	14symbols for legacy UEs, 2 symbols for sTTI UEs

	Number of UEs
	User arrival varied according to load (FTP1)

Legacy user arrival rate is fixed to 4 pkts/sec which corresponds to ~44% RU

	Traffic Model
	FTP Model 1 (0.5MB pkt size for legacy UEs, 0.1 MB pkt size for reduced latency UEs)



	Duration of simulation
	2000 sec


Table A-2 shows the observed overall RU for various sTTI arrival UE rates. As mentioned above, overall RU without any sTTI UEs is ~44%.
Table A-2 – sTTI UE arrival rate vs. overall RU (%)
	sTTI UE arrival rate (UEs/sec)
	Approximate Overall RU (%)

	1
	47%

	2.5
	50%

	5
	55%

	7.5
	61%

	10
	66%

	12.5
	72%

	15
	78%


� It should be noted that this is a fairly pessimistic assumption for the puncturing scheme, since in practice, whether a retransmission is required or not for legacy packet depends on the MCS level of the legacy UE and the amount of puncturing by sTTI UE.


� by ‘scheduling delay’ we refer to the additional delay caused due to restriction of Alt 1. i.e., this delay is in addition to any delay related to eNB hardware processing after a packet arrives in MAC buffer. 
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