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Introduction
In RAN#71, the technology study item for 5G new RAT (NR) has been approved [1]. For the New Radio Access Technology (NR), there is potential to improve the channel coding across performance and computational complexity while efficiently addressing both blocklength scaling and rate compatibility, including incremental redundancy (IR) HARQ.
Here we provide a high-level description of low-density parity check (LDPC) codes to illustrate a candidate structure for study and possible inclusion into NR. We then focus discussion on structural characteristics which support high throughputs and low latency, as well as address scalable blocklengths needed in NR.
General multi-edge LDPC code description
[bookmark: _Ref378529477]Multi-edge LDPC codes are a generalization of the standard irregular LDPC ensemble framework with much richer degrees of freedom for designing capacity-approaching codes [2,3]. These codes allow us to introduce several edge-types in the code as opposed to a single edge-type in the standard irregular LDPC code ensemble. This enables us to achieve better waterfall performance compared to the standard irregular LDPC codes with lower complexity. By allowing an accumulate chain of parity-bits and cyclic permutation matrices to define the random permutation of edge-type, the resulting codes are also straightforward to encode. Having hardware capability to process each edge-type in one clock cycle allows us to have a very high throughput decoder to meet the data rate requirements of 5G. See [5] for an example.
High throughput and low latency considerations
Decoding algorithms for LDPC codes are inherently parallel in nature [4], and can allow high parallelization based on the structure of the code which would result in high throughput decoders. The code blocklength is the product of number of columns in the basegraph and the lift size Z [5]. Typically, Z is larger than the number of columns in the basegraph, e.g., 802.11n has 24 columns in the basegraph and Z is 81 to get code blocklength of 1944. Hence, a decoding hardware capable of processing Z edges (corresponding to the lift Z) in one clock cycle would allow us to attain high decoding throughput. The level of parallelization provided by the specification should meet the requirements needed by NR and be forward compatible with implementation evolution of the air interface. Therefore, consideration should taken to ensure a reasonable level of parallelization is implementable for initial NR deployments to meet high data throughput such 5Gbps and low latency requirements such as 15-30us of turnaround for self-contained acknowledgement of successfully decoded data. Hardware (area) cost for implementing the parallelization should also be considered to efficiently meet the requirements.
Proposal 1: ME LDPC design support for high throughput and low latency via edge-parallelization should be considered in the design across all code rates.
Blocklength scaling
Larger frames for NR with large bandwidth scaling may warrant larger blocklengths e.g., N=6,144 coded bits or more, at highest rate, for performance gains (see Figure 1). Single RB allocations may lead to smaller blocklengths e.g., down to N=384 code bits. By changing the size of the circulant matrices (lift size; see [5]) one can obtain different code blocklengths. The scheme for generating the different lift sizes should allow both high performance and ease of description. Peak throughput data rate requirement should be met with the largest blocklength. Tradeoffs between encoding (size of microcode description) and decoding complexity (area of the decoder) and decoding latency and performance gains must be considered when designing the range and the granularity of code blocklengths. Maximum lift size should be selected so as to meet the throughput and latency requirement at peak rate. For a tight turn around time requirement, the maximum code blocklength cannot be too large. Support for puncturing and shortening should also be considered for rate-matching.
[image: ]
Figure 1: BLER Performance of rate 7/8 ME LDPC code (QPSK over AWGN) with different blocklengths
Proposal 2: ME LDPC design should support variable lift-sizes to allow scalability across different blocklengths. Scheme for different lift sizes should consider both performance and description complexity.
Proposal 3: ME LDPC design should support shortening and puncturing for rate-matching.
Conclusions
The following summarizes the proposals in this contribution.
Proposal 1: ME LDPC design support for high throughput and low latency via edge-parallelization should be considered in the design across all code rates.
Proposal 2: ME LDPC design should support variable lift-sizes to allow scalability across different blocklengths. Scheme for different lift sizes should consider both performance and description complexity.
Proposal 3: ME LDPC design should support shortening and puncturing for rate-matching.
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Rate 7/8 BPSK an AWGN scaling results (using 4096 8192,15384)
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