Page 1

3GPP TSG RAN WG1 #84bis
R1-162195
April 11th – 15th, 2016 
Busan, Korea
Agenda item:
8.1.3
Source: 
Qualcomm Incorporated
Title: 
mMTC KPI evaluation assumptions
Document for:
Discussion and Decision
1
Introduction
The urban coverage for massive mMTC deployment scenario has been identified in the RAN requirements study item [1] for the evaluation of connection density. In this contribution, we propose some details on the evaluation methodology of connection density KPI. In addition, we also provide inputs on other KPI evaluation.
2
Discussion
Relevant KPIs for mMTC services are summarized as below:

	KPI
	Definition
	Target
	Note

	Connection density
	Connection density refers to total number of devices fulfilling specific QoS per unit area (per km2). QoS definition should take into account the amount of data or access request generated within a time t_gen that can be sent or received within a given time, t_sendrx, with x% probability
	Depending on Deployment scenarios
	1M/km2 in urban – FFS for others

For mMTC

	UE battery life
	UE battery life can be evaluated by the battery life of the UE without recharge. For mMTC, UE battery life in extreme coverage shall be based on the activity of mobile originated data transfer consisting of [TBD bytes] UL per day followed by [TBD bytes] DL from MCL of [TBD] dB, assuming a stored energy capacity of [TBD]
	[15 years]
	For mMTC

	Coverage
	"Maximum coupling loss" (MCL) in uplink and downlink between device and Base Station site (antenna connector(s)) for a data rate of [X bps], where the data rate is observed at the egress/ingress point of the radio protocol stack in uplink and downlink
	[164dB]
	Relevant for mMTC


2.1 Connection Density

Connection density that a network could sustain is a function of the traffic load generated from each connection. The most direct approach of evaluating such capacity is system level evaluation for each QoS profile while sweeping the traffic load for each connection density. The density could be verified by observing the outage probability of each QoS level. However, SLS may lead to very high simulation complexity, especially considering the 1M connection/km2 requirement. An alternative approach is to evaluate the capacity with a simplified simulation-analytical framework. 

Evaluation steps:

Step 1: System level simulation of full buffer for cell-edge spectral efficiency
This step leverages the cell-edge spectral efficiency performance from eMBB evaluations. The cell edge full buffer results could serve as an upper bound since practical network is partially loaded and UE location is often better than cell edge scenarios. Let this spectral efficiency to be denoted as R
Step 2: Queuing model analysis assuming worst-case cell-edge spectral efficiency
In this step, a Markov traffic model is used to model aggregated periodic and event-driven traffic. Following queuing model could be used to evaluate the connection density of a scheduled system.
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Figure 1 Queuing model
· Assume slotted M/D/m queue at each sector
· M: Poisson with rate n/d (n users, per user traffic is periodic arrival with interval of d seconds)
· D: Deterministic service time
· D = ceiling [ packet size / R x f_tone) / T_slot] * T_slot
· m = number of servers, i.e., simultaneous tx allowed 
· m = BW / f_tone 
· The queue has infinite size
· Each packet has a deadline requirement (queueing delay + transmission time), e.g., 10 seconds
· A packet is dropped from the queue if the packet misses its deadline
· Given periodicity d, find maximum n* that supports reliability requirement
· This n* = connection density
Example: 

· Packet size = 100 Bytes, spectral efficiency =  1 bps/Hz, tone spacing 3.75 KHz, T_slot = 1 ms, delay requirement = 10s, usable system bandwidth 180 KHz
· Numerical results
· D = ceiling [ 100x8 / (1 bps/Hz * 3.75 KHz) / ] * 1 ms = 214 ms
· m = 180 KHz / 3.75 KHz = 48
· For packet arrival rate of 1 hour
· n* = argmax_n(Queue (d= 3600 sec, 214 ms, 48, 10 sec)) outage < 1%) = 830 K /site 
· ( 24 million / km2
· For packet arrival rate of 150 sec
· n* = argmax_n(Queue (d= 150 sec, 214 ms, 48, 10 sec)) outage < 1%) = 34.6 K /site
·  ( 1 million / km2
For non-scheduled traffic on UL, there will be some additional RACH latency which could be characterized via link level simulation with analytical modelling of RACH load.
Proposal 1: Evaluate connection density for massive MTC traffic with queuing analysis. 

· Inputs to the queuing model on spectral efficiency is to be generated from full buffer cell edge throughput

· Additional RACH latency could be generated from link level simulations

2.2 UE battery life

UE battery life could be calculated using an energy consumption model, such as the one used in the C-IOT study item [2] for a fixed Tx/Rx power level. This deterministic battery life analysis is carried out in two steps:
Step 1, Provide input parameters for each the variables in an energy consumption model. In Figure 2, one example battery consumption model is provided based on the C-IOT procedure. Different technology proposals could impact the input parameters and energy consumption model itself. 

Step 2. Battery life is calculate based on energy consumption per day and total battery capacity as in [2]. 
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Example of Energy Consumption Model


Figure 2 C-IOT battery consumption model [2]
Proposal 2: Adopting battery life calculation methodology in TR 45.820 with updated battery consumption model (different procedures) and parameters for fixed Tx/Rx powers.
Proposal 3: Statistical battery life KPI could be generated with a combination of SLS of Tx/Rx power levels and fixed battery life methodology in Proposal 2.
2.3 Coverage

Coverage for direct mMTC devices could be analysed via link level simulation for each physical layer channels, such as PDSCH, PUSCH, PDCCH, PUCCH, SYNC, etc.
Proposal 4: For direct link mMTC, link level simulation should be used to evaluate the coverage KPI (MCL).
Alternatively, mesh topology could be used for mMTC coverage extension. In this case, the reduced MCL between the leaf MTC node and the intermediate node should be used for coverage evaluation. The mapping of macro direct MCL to leave-relay MCL statistics would require system level simulations. 
Proposal 5: System level simulations should be used to derive the coverage for mesh based mMTC deployments in conjunction with link level simulations.

3
Conclusions 
In this contribution, we discussed the evaluation of KPI’s associated with massive MTC services. Based on the analysis, following proposals were made:
Proposal 1: Evaluate connection density for massive MTC traffic with queuing analysis. 

· Inputs to the queuing model on spectral efficiency is to be generated from full buffer cell edge throughput

· Additional RACH latency could be generated from link level simulations

Proposal 2: Adopting battery life calculation methodology in TR 45.820 with updated battery consumption model (different procedures) and parameters for fixed Tx/Rx power levels. 
Proposal 3: Statistical battery life KPI could be generated with a combination of SLS of Tx/Rx power levels and fixed battery life methodology in Proposal 2.

Proposal 4: For direct link mMTC, link level simulation should be used to evaluate the coverage KPI (MCL).

Proposal 5: System level simulations should be used to derive the coverage for mesh based mMTC deployments in conjunction with link level simulations.
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