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1. Introduction
In RAN#69, NB-IoT has been approved as a work item, with the agreement that three operational modes will be supported and 180 KHz UE RF/BB bandwidth will be considered for both downlink and uplink transmissions [1]. Due to the bandwidth limitation, NB-IoT systems require new design for SYNC signals, and the design principles have been agreed upon at RAN1#83 [2-8]. 
For NB-IoT cell search, robust performance and low-complexity implementation are two major design objectives for NB-SYNC signals. In this contribution, we presented a design for NB-PSS and NB-SSS sequences, which facilitates low-complexity implementation and guarantees robust cell search performance for low-cost UEs. Besides, we provided details on transmitter and receiver processing, performance evaluations and complexity analysis. For three deployment modes and coupling losses up to 164 dB, the proposed design is shown to have better/comparable performance and significantly lower implementation complexity than [8]. Based on the evaluation results, we propose to adopt the NB-PSS and NB-SSS sequences presented in this paper.
2. Resource Mapping for NB-PSS and NB-SSS Signals
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Figure 1:  Resource Mapping for NB-SYNC Signals (in-band mode)
In order to avoid potential interference between NB-IoT and legacy LTE for in-band deployment, we exclude the first three OFDM symbols of a subframe for resource mapping. To improve the reliability of cell search, NB-SYNC signals are re-transmitted periodically. The periodicity is configurable, which mainly depends on the coverage and deployment mode of NB-IoT systems. 
Figure.1 shows an example for in-band deployment, where NB-PSS and NB-SSS signals occupy the last 11 OFDM symbols of a subframe and punctured by CRS. Besides, NB-IoT PSS signal is repeated on subframe 0 and 5 of radio frames with odd index, and NB-SSS signal is transmitted on subframe 4 of radio frames with even index. For guard-band and stand-alone deployments, there is no need to consider CRS punctures, but the first three OFDM symbols are still excluded in resource mapping.

3. Design of NB-PSS Sequences
The main features of proposed NB-PSS design can be outlined as follows [2-4]:
· Constructed by concatenation of short Zadoff-Chu sequences
· Employing a dual-layer design for base sequence (across 11 or 12 tones of 1 PRB in frequency domain) and code cover (across 11 OFDM symbols in time domain)
· Base sequence 

· Constructed in time domain by interpolating a Zadoff-Chu sequence of length-K (K=11 or 12) with good correlation properties in both time and frequency domain
· Each PSS symbol embraces one base sequence (CP included)

· The one-to-one mapping from PSS symbols to base sequences is governed by a PN-like code cover of length 11
· Code cover
· Comprising a binary sequence {Sl ; Sl =±1 and 1≤l≤11} with random-like pattern 

· Pattern of code cover can be optimized to improve the accuracy and reliability of cell acquisition
The dual-layer structure of NB-PSS sequence is described in Figure 2, where the base sequence element bl,k  is mapped to the k-th tone of l-th PSS symbol. 
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Figure 2:  Dual Layer Structure of PSS Sequence Design (K=11 or 12, L=11)
Figure 3 shows the block diagram for PSS sequence generation. Starting from a length-K ZC sequence, tone selection/CRS puncture is performed through subcarrier mapping. IFFT is employed to generate the time domain samples for each PSS symbol. In particular, 
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represents the N samples of a PSS symbol prior to code cover multiplication. 
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Figure 4 illustrates the concatenation of L=11 PSS symbols corresponding to code cover pattern of [1 1 -1 -1 -1 1 1 -1 -1 -1]. CRS puncture is not considered for this example. When the sampling frequency is 1.92 MHz, there are N=137 samples in [image: image6.png]


, which can be obtained by size-128, zero-padded IFFT plus a CP of size-9. To comply with LTE symbol boundaries and maintain the periodical sequence structure, we can align the PSS sequence with the beginning of the 3rd OFDM symbol, and stack one more sample at the end of the last PSS symbol. Therefore, there will be 137×11+1 samples occupying the last 11 OFDM symbols of a PSS subframe. 

[image: image7]
Figure 4:  Example of PSS Symbol Concatenation 
The following observations can be made for the proposed NB-PSS sequence design:
· Each PSS symbol embraces a full ZC sequence, therefore it preserve the good correlation properties on symbol basis.

· The application of code cover randomizes the symbol pattern, therefore the good correlation properties are extended across symbols.

· In addition to the constant envelope of ZC sequence, overlap & add operations can be applied at PSS symbol boundaries to further reduce PAPR and CM values.
4. Low-Complexity Time and Frequency Acquisition
For NB-IoT cell search, robust performance and low-complexity implementation are two major design objectives for NB-PSS sequences. For initial cell acquisition, large CFO up to ±20 ppm and continuous time drift have to be dealt with by NB-PSS for reliable and fast frame start detection. In this section, we will show the proposed NB-PSS sequence facilitates a low-complexity cell searcher algorithm. Due to the dual layer structure, decoupled time and frequency estimators can be constructed, which enables fast and robust SYNC signal detection for initial and non-initial cell acquisition. Besides, through judicious choice of code cover [2-4], accuracy of timing and frequency synchronization can be enhanced for both single cell and multi-cell scenarios.
Assuming a length-L vector γ can be formed based on the RX signal received within observation window of length L0 > L. Specifically, we can denote the 11 OFDM/PSS symbols starting from sampling instant τ by the concatenation of 11 sub-vectors denoted by {Rl}, and the length of each sub-vector equals the duration of one PSS symbol, i.e.
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By applying the code cover Sl to each sub-vector Rl individually, the inner products between pairs separated by equal lags can be formed. For example, considering lags up to 4 symbols (k=1, 2, 3, 4), we have: 
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Assuming the CFO-induced phase rotation is θ between adjacent PSS symbols, we recognize that when the τ=true timing offset,  
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As a consequence, a cost function for timing offset estimation can be formed by coherently combining {Ak(τ)} as follows:
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where 0 < wk ≤ 1 are the weights for combinations, and
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Furthermore, for re-transmissions with similar timing offset hypothesis, coherent accumulation can be employed to enhance the diversity gain, leading to the cost function in the form of
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where α is the decay factor. By construction, the peak value of timing offset estimator corresponds to the “best” timing offset estimation.
Without loss of generality, Figure 5 shows the output of timing offset estimator in AWGN channel for low SNR (-10 dB) and large initial CFO (20 ppm) after accumulation over 1, 3 and 5 sync periods. Continuous time drifting is modeled with regard to the CFO and the sampling frequency is 1.92 MHz.  It can be observed that the reliability of signal detection and timing accuracy can be improved by coherently combining multiple re-transmissions of PSS signals. 
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Figure 5:  Improved Timing Offset Estimation Resulted from Coherent Accumulation
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Once the timing reference is available and (coarse) symbol boundaries are known, a simple (fractional) frequency offset estimator can be constructed by exploiting the CFO-induced phase rotation (θ) between adjacent PSS symbols. Depending on the range of CFO, binary or M-ary (>2) hypothesis testing can be employed to enlarge the pull-in range of CFO. Refined timing offset estimation can be obtained through cross correlation with local copy of PSS sequence. Following the timing and frequency reference established by PSS signal, SSS processing can be conducted. The major tasks of SSS processing includes the detection of cell ID and other system information. Besides, it can also be used for the tracking of residual time and frequency offset. To summarize, Figure 6 presents a flowchart for NB-PSS and NB-SSS sequence processing.
We have simulated the searcher performance for the proposed design. Both time and frequency estimation can be performed in time domain by sliding-window auto-correlation without invoking FFT. Unlike the classical cross-correlation, which is sensitive to CFO uncertainty, channel fading and timing drift, the sliding-window correlation leverages the periodical structure of neighboring PSS symbols and is therefore more robust against the channel impairments and oscillator instability. Therefore, the proposed design is especially suitable for low-cost UEs powered on battery or other limited supply. 
5. NB-SSS Sequence Design 
Similar to NB-PSS, the resource allocation for NB-SSS signal will avoid conflict with legacy LTE, as shown in Figure. 1. The proposed NB-SSS sequence is constructed by concatenation of short ZC sequences (e.g. K=11) with different roots and cyclic shifts. The generation of NB-SSS symbol follows similar procedures as NB-PSS signal, except for the use of code cover. 
Table 1:  Root/Cyclic Shift assignment of SSS Sequences
	Assignment 
	1
	2
	3
	⋅⋅⋅
	M

	Root
	u1
	u2
	u3
	⋅⋅⋅
	uM

	Cyclic Shift
	S1
	S2
	S3
	⋅⋅⋅
	SM


Table 1 illustrates the mapping of roots and cyclic shifts to a SSS sequence. Similar to NB-PSS, NB-SSS sequence occupies M=11 OFDM symbols in time domain. 
The detection of NB-SSS signal can be achieved by cross correlation with a clean reference signal, given the timing and frequency reference has been established by NB-PSS signal.
6. Simulations

Similar to legacy LTE, the cell search procedures of NB-IoT devices consists of 4 operations, namely: frame start detection (a.k.a signal detection), symbol and frame timing offset estimation, CFO estimation, and physical cell ID identification. The first three operations mainly involves NB-PSS processing, whereas the last one is for NB-SSS only.
The performance for both initial cell search (e.g. when the NB-IoT devices have not connected to any cell after power on) and non-initial cell search (when the NB-IoT devices can assume a reduced CFO pull-in range based on previous receptions from the same cell or a different cell) are evaluated by the simulations. 

In this study, the cell searcher employs an accumulation-based algorithm, which enables weighted and coherent combination of re-transmitted NB-PSS sequences. Particularly, a NB-IoT device will declare “successful signal detection” when the accumulated PSS correlation peak exceeds a pre-determined threshold. Besides, the “network synchronization latency” [9] is calculated as the number of elapsed SYNC periods before the SSS correlation peaks exceed a pre-determined threshold. Therefore, the “network synchronization latency” measures the processing time for both NB-PSS and NB-SSS signals.
6.1. Simulation Settings
Table 2 summarizes the simulation set-up used for this study, which is similar to the one used by [8]. The timing drift during the initial cell acquisition phase is modelled as inversely proportional to the initial carrier frequency offset. Simulation results can be found in the remaining sections and appendix.
Table 2:  Simulation Setup
	Scenario
	Values

	Channel Model
	TU (12-paths with max delay spread of 5 µs)

	Doppler
	1 Hz

	Antenna configuration
	1T1R

	BS Tx power (dBm)
	43 for standalone operation mode;
35 for guard-band and in-band operation modes

	Sampling rate
	1.92 MHz for ADC (240 KHz can be used for PSS detection)

	Coupling loss (dB)
	Up to 164

	Timing drift
	Time continuous and inversely proportional to carrier frequency offset (CFO)

	Initial CFO
	Randomly chosen from {-20ppm, +20ppm} for initial cell search
Randomly chosen from {-2ppm, +2ppm} for non-initial cell search

	Cell initial timing offset (Rx delay at UE)
	Randomly chosen from 0 to 1 sync period duration with a granularity of 1 sample

	Code Cover
	[1  1 -1 -1 -1  1  1 -1 -1 -1 -1]

	PSS Symbol
	Length-12 Zadoff-Chu Sequence, Root index 1


6.2.   Complexity Analysis

The PSS-based cell acquisition procedure is the initial step of cell search, which involves the highest computation complexity at UE. Therefore, we focus on the complexity analysis of NB-PSS’s correlators, using the design in [8] as a baseline. Assume time domain processing is used for both designs.  Even for reduced-complexity processing at 240 KHz, for each input sample, the cross correlations required by [8] needs to update the product of at least (137*11/8) ≈ 189 terms per correlator. In contrast, the proposed design only needs one sliding-window auto-correlator, which facilitates recursive update of the searcher algorithm and requires only 10 multiplications per sample. Therefore, the proposed design provides a more power-efficient solution with much lower complexity than [8], as shown by Table 3. To reduce the UE complexity for the design in [8], [7] introduces a DFT-based approximation for cross-correlation calculation. Still, the complexity of [7] is significantly higher than [8], even without considering the performance loss incurred by approximation. 
Table 3:  Complexity of NB-PSS Processing per Correlator
	Design
	Sampling Frequency
	Multi./Sample
	Add./Sample
	Recursive Computation
	Accumulation

	Proposed
	240 KHz/1.92 MHz
	10/ Sample
	60 / Sample
	Yes
	Yes

	 [8]
	240 KHz/1.92 MHz
	189/Sample @ 240 KHz
1507/Sample @ 1.92 MHz
	374/Sample @ 240 KHz
3012/Sample @ 1.92 MHz
	No
	Yes


6.3. Performance Metrics

Table 4 lists the major performance metrics used for performance evaluation, whose definitions are similar to those appeared in [8, 9].

Table 4:  Performance Metrics for NB-SYNC Evaluation

	Performance Metrics
	Comments

	Prob. of False Alarm for Cell Detection (FAP)
	Based on PSS processing with accumulation

	Prob. of Correct Detection (DP)
	Based on PSS processing with accumulation

	Residual Frequency Error
	Based on PSS processing with accumulation

	Residual Timing Offset Error
	Based on PSS processing with accumulation

	Network Synchronization Latency
	Based on joint PSS and SSS processing with accumulation


6.4. Performance of Cell Detection
Due to the dual layer structure, timing and frequency offset estimation can be decoupled in searcher implementation. Therefore, cell detection (a.k.a. frame start detection) can be achieved without estimating the CFO, which makes the performance robust against the large frequency uncertainties typical for low-cost devices. In addition, multiple PSS re-transmissions can be “coherently” combined by leveraging the quasi-stationary phase rotation between adjacent PSS symbol. Both properties are helpful to reduce the latency, false alarm and miss detection of cell searcher.
Through 2000 independent simulation trials for each of the CL of 144 dB, 154 dB, and 164 dB, there is 100% cell detection probability without false alarm.  
6.4. Residual Timing Error
Following the detection of NB-PSS signal and frame start, refined timing offset estimation is performed using sampling frequency of 1.92 MHz. Table 6 and 7 show the residual timing error at 95% percentile for different coverage levels. It can be seen that less than 2.08 µs residual timing error can be achieved with 95 % confidence for CL up to 164 dB.
Table 6: Residual Timing Error (µs) for Initial Cell Search (95% Percentile)
	Deployment
	CL=144 dB 
	CL=154 dB 
	CL=164 dB 

	Stand-alone
	-1.04 ~ 1.04
	-1.04 ~ 1.04
	-1.04 ~ 1.04

	Guard-band
	-1.04 ~ 1.04
	-1.04 ~ 1.04
	-2.08 ~ 2.08

	In-band
	-1.04 ~ 1.04
	-1.04 ~ 1.04
	-2.08 ~ 2.08


Table 7: Residual Timing Error (µs) for Non-Initial Cell Search (95% Percentile)
	Deployment
	CL=144 dB 
	CL=154 dB 
	CL=164 dB 

	Stand-alone
	-1.04 ~ 1.04
	-1.04 ~ 1.04
	-1.04 ~ 1.04

	Guard-band
	-1.04 ~ 1.04
	-1.04 ~ 1.04
	-2.08 ~ 2.08

	In-band
	-1.04 ~ 1.04
	-1.04 ~ 1.04
	-2.08 ~ 2.08


6.5.   Residual Frequency Error

Once the timing reference is established, the fractional part of CFO can be estimated via the constant-phase rotation between adjacent PSS symbols. The phase rotation can be obtained directly from the output of sliding auto-correlator. To enlarge the pull-in range of CFO estimation, time domain cross-correlation can be performed using a clean reference signal rotated by ±15×(128/137) KHz, followed by a binary hypothesis testing. Same approach can be used to handle initial CFO size larger than 20 ppm.
Table 8: Residual Frequency Error (Hz) for Initial Cell Search (95% Percentile)
	Deployment
	CL=144 dB 
	CL=154 dB 
	CL=164 dB 

	Stand-alone
	-20~20
	-25~25
	-30~30

	Guard-band
	-25~25
	-30~30
	-40~40

	In-band
	-30~30
	-30~30
	-40~40


Table 9: Residual Frequency Error (Hz) for Non-initial Cell Search (95% Percentile)
	Deployment
	CL=144 dB 
	CL=154 dB 
	CL=164 dB 

	Stand-alone
	-20~20
	-25~25
	-30~30

	Guard-band
	-25~25
	-30~30
	-40~40

	In-band
	-30~30
	-30~30
	-40~40


6.6.   Network Synchronization Latency
According to [9], network synchronization latency includes the processing delay for both NB-PSS and NB-SSS. A UE can declare a successful SSS detection when the SSS correlation peak of the target cell surpasses a pre-determined threshold.
Table 10:  Network Synchronization Latency [ms] for Initial Cell Search (90% Percentile)

	Deployment
	CL=144 dB 
	CL=154 dB 
	CL=164 dB 

	Stand-alone
	20
	20
	80

	Guard-band
	80
	100
	700

	In-band
	80
	100
	900


Table 11:  Network Synchronization Latency [ms] for Non-initial Cell Search  (90% Percentile)

	Deployment
	CL=144 dB 
	CL=154 dB 
	CL=164 dB 

	Stand-alone
	20
	20
	40

	Guard-band
	60
	80
	620

	In-band
	60
	80
	820


6.7.   Performance Comparison

For CL of 164 dB, the performance for initial and non-initial cell search of two designs is compared in Table 12 and 13, respectively. It can be seen from these tables that the proposed design outperforms [8] in synchronization latency and overhead, for the same synchronization accuracy regarding range of residual time and frequency offset. 
Table 12: Comparison of initial cell search performance at 164 dB coupling loss
	Metrics
	[8]
	Proposed

	
	Standalone
	Guard-band
	Standalone
	Guard-band

	Tx Power (dBm)
	43
	35
	43
	35

	Required SNR@164dB MCL (dB)
	-4.6
	-12.6
	-4.6
	-12.6

	False alarm probability
	 0%
	0%
	0%
	0%

	Detection probability
	100%
	100%
	100%
	100 %

	Synchronization Latency (90th  percentile)
	220 ms 
	800 ms
	80 ms
	700 ms

	Residual frequency offset (95th percentile)
	-50 Hz ~50 Hz
	-50 Hz ~50 Hz
	-50 Hz ~50 Hz
	-50Hz ~ 50Hz

	Residual timing error (95th percentile)
	-2.08µs ~ 2.08 µs
	-2.6µs ~2.6µs 
	-2.08µs ~ 2.08 µs
	-2.08µs ~ 2.08µs

	Minimum CP length
	4.7us
	4.7us

	PSS/SSS overhead
	15%
	12 %

	Minimum sampling rate 
	240kHz for coarse estimation, while 1.92MHz for fine estimation
	240kHz for coarse estimation, while 1.92MHz for fine estimation


Table 13: Comparison of non-initial cell search performance at 164 dB coupling loss
	Metrics
	[8]
	Proposed

	
	Standalone
	Guard-band
	Standalone
	Guard-band

	Tx Power (dBm)
	43
	35
	43
	35

	Required SNR@164dB MCL (dB)
	-4.6
	-12.6
	-4.6
	-12.6

	False alarm probability
	 0%
	0%
	0%
	0%

	Detection probability
	100%
	100%
	100%
	100 %

	Synchronization Latency (90th  percentile)
	220 ms 
	760 ms
	40 ms
	620 ms

	Residual frequency offset (95th percentile)
	-50 Hz ~50 Hz
	-50 Hz ~50 Hz
	-50 Hz ~50 Hz
	-50Hz ~ 50Hz

	Residual timing error (95th percentile)
	-2.08µs ~ 2.08 µs
	-2.6µs ~2.6µs 
	-1.56µs ~ 1.56 µs
	-2.08µs ~ 2.08µs

	Minimum CP length
	4.7us
	4.7us

	PSS/SSS overhead
	15%
	12 %

	Minimum sampling rate 
	240kHz for coarse estimation, while 1.92MHz for fine estimation
	240kHz for coarse estimation, while 1.92MHz for fine estimation


7. Summary
In this contribution, we presented the design, implementation and performance evaluation for PSS and SSS sequences suitable for NB-IoT applications. To achieve robust time and frequency synchronization under the constraints of low-cost design and low-complexity implementation, as well as to facilitate early indication of deployment/duplexing mode, we propose the following design for NB-PSS and NB-SSS sequences:

Proposal 1: Employ a short Zadoff-Chu sequence in each OFDM symbol used for NB-PSS/SSS sequence to preserve the good correlation properties in both time and frequency domain, as well as low PAPR/CM property.
Proposal 2: Apply a binary code cover across different PSS symbols to enhance the performance of cell search.

In addition, we provided extensive evaluation results for the proposed NB-IoT SYNC channel design in different operation modes. For coupling loss of 144 dB, 154 dB and 164 dB, the following observations are made for standalone, guard-band and in-band operation modes:
Observation 1: Simulation shows that the proposed design meets design targets for CL up to 164 dB, with respect to probability of detection, false alarm, residual timing error, frequency offset and delay. 
· Proposed design achieves residual timing error within the range of ±2.08µs with more than 95% confidence for CL up to 164 dB.
· Proposed design achieves residual frequency offset within the range of ±50Hz with more than 95% confidence for CL up to 164 dB.
· Proposed design achieves network synchronization within max latency less than 900 ms and average latency less than 480 ms with more than 90% confidence for CL up to 164 dB.
Observation 2: The required searcher complexity is significantly lower than that of other proposals [5-8], whose implementation is based on cross correlation with multiple long sequences. As a consequence, the searcher performance of [5-8] is impacted by the accuracy/implementation of multiple correlators and accumulators.
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APPENDIX: More Simulation Results for Searcher Performance
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Figure 5: CL=164 dB, SA Mode, Initial Cell Search
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Figure 6: CL=164 dB, SA Mode, Non-initial Cell Search
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Figure 7: CL=166 dB, SA Mode, Initial Cell Search
[image: image20.png]0.9

0.8

0.7

0.6

CDF

05

0.4

03

0.2

0.1

Network SYNC Latency

Residue Frequency Error

100 200
Latency [ms]

300

Residue Timing Error





Figure 8: CL=166 dB, SA Mode, Non-Initial Cell Search
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Figure 9: CL=164 dB, GB Mode, Initial Cell Search
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Figure 10:  CL=164 dB, GB Mode, Non-initial Cell Search
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Figure 11: CL=166 dB, GB Mode, Initial Cell Search
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Figure 12: CL=166 dB, GB Mode, Non-initial Cell Search
Figure 3:  Block Diagram for PSS Sequence Generation (K=11 or 12, L=11)





Figure 6:  Flow Chart for NB-PSS and NB-SSS Processing
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