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1. Introduction & Background
In the RAN1 #73 meeting, the feasibility and benefits of radio-interface based synchronization mechanisms for operation efficiency improvement had been addressed [1], including synchronization motivations and scenarios, as well as possible solutions. Some agreements had been achieved as in [2].
A text proposal on feasibility and benefits of radio-interface based synchronization mechanisms had already been approved by many interesting companies [3]. However, in order to achieve a more compromised conclusion, RAN #61 plenary meeting finally decided to postpone this SI to the end of this year and more evaluations were considered to be needed. Some evaluation results had also been provided [4, 5] to validate the necessity of enhancement for radio-interface based small cell synchronization.
This contribution discusses the time synchronization accuracy requirements considering the timing drift impacts from residual frequency error focused on the possible synchronization scenarios, and presents further evaluation results of timing synchronization according to the simulation assumptions agreed in the last RAN1 #74bis meeting [6].
2. Motivation of sychronization for small cells
The synchronization of the small cell layer and between small cells and the macro layer at least can achieve the following benefits:
· To avoiding inter-cell UL/DL interference: Inter-cell UL/DL interference arise when TDD downlink and uplink timeslots overlap caused by non-cooperative timeslot assignment or timeslot shifted in time due to timing error and propagation delays. 
· Inter-cell interference cancellation: ICIC has been considered as an efficient technique to achieve trade-off between system capacity and cell-edge capacity in co-channel scenario, one option of which is to allocate orthogonal sub-carriers for the cell edge of neighbouring cells, while reuse full band in the cell centre. In this case, the timing error of UE received signals from neighbouring cells should not exceed the OFDM cyclic prefix (CP), otherwise, power leakage from the neighbour cell subcarriers will cause serious interference to the serving cell subcarriers, and then destroy orthogonality of the subcarriers from serving cell and neighbouring cell. Inter-cell synchronization helps to reduce above impacts.
· Supporting existing features: Synchronization of the small cells is also beneficial to the implementation of several existing features to the Rel-12 small cell scenarios, e.g., coordination multiple-point transmission or reception (CoMP) needs high timeslot synchronization accuracy between different transmission points in order to guarantee the performance gain from joint data processing. 
· Discovery RS acquisition: In dense small cell deployment, few UEs are in the coverage of a small cell, the network is beneficial to turn some small cells into dormant mode for the purpose of energy saving, i.e., time-domain muting of small cells when no traffic is occurred. In this case, efficient cell discovery mechanism is necessary in order to active some dormant small cells when needed. Delivery of synchronized discovery RS is helpful to assist UE to detect discovery RS in a time-synchronized manner, otherwise UE may need to exhaustedly listen to the discovery RS continuously, which will increase UE power consumption severely. Supporting inter-cell synchronization for small cells also helps to acquire the synchronized discovery RS.
Synchronization by GPS/GNSS or synchronization over backhaul network is not always available for small cell deployments, e.g. indoor deployment, hotspots with high buildings around. The additional cost brought by these two mechanisms is also concerned especially for small cells. Therefore it is beneficial to introduce a radio-interface based synchronization mechanism.
3. Timing accuracy requirement for small cell 
According to the agreements from the 3GPP text proposal [3] in the recent RAN1 #74 meeting, in this small cell SI, the study on inter-cell synchronization focuses on the following cases, with non-ideal backhaul on all interfaces:
· Synchronization between a small cell and the overlaid macro cell
· Synchronization between small cells in the same cluster
· Synchronization between small cell clusters
It has been agreed in RAN1 that the target synchronization accuracy for the purpose of the study should be <=3µs, which is not intended to impact any requirement discussion in RAN4. As shown in Fig.1, this synchronization requirement should limit the maximum timing error between any pair of the two small cells, including:
· Between any pair of two small cells in the same small cell cluster (e.g., between master A and cell A-m in the cluster A);
· Between any pair of two small cells in two different small cell clusters (e.g., between cell A-m in the cluster A and cell B-n in the cluster B). 
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Fig.1 synchronization between small cells in the same cluster and between small cell clusters
Considering the worst time synchronization case between two small cell clusters, according to the analysis from [5], the synchronization error between any pair of the two small cells, can be denoted as follows:
                                 Terror = (_prop + (_sync + (_drift + C ≤ 3 µs                                        (1)
where

· (_prop is the difference between two propagation delays: the propagation delay from the primary synchronization source master A to Cell A_m of cluster A, and the propagation delay from the primary synchronization source master B to Cell B-n of cluster B.  
· (_sync is the accumulative impact of residual estimation error for synchronization, which is a function of the number of hops between cell master A and cell A_m and between cell master B and cell B_n. 
· (_drift is the impact of timing drift resulted from frequency detection error;
· 
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 is a constant value which comprises, e.g., the initial synchronization error, the time difference between the two reference timing sources, and etc.
Based on the above definition of synchronization timing error, at least in the cases of synchronization between small cells in the same cluster as well as synchronization between two different small cell clusters, larger number of hops implies even tighter synchronization requirement is needed for each hop, in order to guarantee the accumulative timing error in the multiple-hop synchronization not to exceed the overall 3µs requirement. 
4. Approximate of timing accuracy requirement in a multi-hop scenario

For indoor small cell deployment such as scenario 2b and scenario 3, when the backhaul based synchronization solutions, e.g., IEEE 1588v2, can be used, it is assumed that accurate frequency synchronization has been provided, and frequency synchronization is assumed to meet the frequency error requirement in the evaluation of time synchronization. If the backhaul based solutions cannot be guaranteed due to the non-ideal transmission, both frequency synchronization and time synchronization need to rely on network listening over the air. 
Considering the computation of synchronization error for indoor small cell deployment such as scenario 2b and scenario 3 in the formula (1): 
· Two small cell clusters deployed in two individual buildings will cause minor inter-cluster interference because of large propagation delay, as well as large penetration loss from at least passing 2 building walls, e.g. 46dB (about 23dB penetration loss for 1 building wall). The main interference case usually comes from inter-cell interference in the same cluster or inter-cluster interference from different floors located in the same building. For scenario 2b or scenario 3, due to the maximum small cell distance in the same floor is within 90 meters, so the difference (_prop between two propagation delays of two neighboring clusters will be no more than ± 0.3µs. However, this propagation delay difference can be compensated by the close-loop feedback and adjustment. Therefore, it is assumed that
(_prop << (_sync
· Assuming frequency synchronization can be provided by the backhaul based solutions, timing drift resulted from frequency detection error multiplied by the measurement interval. For example, timing drift caused by frequency detection error ± 0.1ppm (reference to the frequency error requirement for the local area BS) and the maximum MBSFN subframe period 320ms doesn’t exceed ± 32ns, and in the case of short network listening measurement interval, the impact of timing drift (_drift on the synchronization timing error is relatively low. However, if the networking listening measurement interval is relatively large, e.g., listening one measurement sample per 10s will result in 1µs timing drift which cannot be ignored. Therefore, according to the agreed baseline simulation assumptions in [6], it is seemed that
(_drift = 1µs
· The constant value C is the time different between the two reference timing sources,  e.g., the practice test result on timing error 
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Based on above assumptions, the synchronization timing error in the scenario 2b or 3 is mainly decided by the accumulative impact of residual estimation error (_sync and the timing drift caused by the frequency error.
With network listening scheme, the synchronization accuracy requirement for any pair of two small cells in two different small cell clusters will be much stricter than that in the same small cell cluster. Note that larger number of hops implies even tighter synchronization requirement is needed for each hop.
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Fig.2: multiple-hop network listening synchronization
If there are multiple synchronization hops as shown in Fig.2, the synchronization error bound for each hop is
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Where N is the maximum synchronization hops from the master eNB to the last stratum level small cell. As shown in the Table 1, with the increase of synchronization hops or stratum levels, the timing error requirement for each hop will become much stricter. Therefore higher SINR channel condition may be needed to satisfy the accumulative synchronization requirement. 
Table 1:  Timing error requirement for multiple-hop synchronization
	Maximum synchronization hops
	Accuracy requirement of each hop

	1 hop
	+/-1µs

	2 hops
	+/- 0.5µs

	3 hops 
	+/-0.33µs

	4 hops
	+/- 0. 25µs 

	5 hops
	+/- 0.2µs

	6 hops
	+/-0.17µs


5. Evaluation on timing synchronization accuracy
RAN1#74bis meeting agreed a baseline simulation assumption [6] for synchronization. In Fig.3, link level simulation results of synchronization timing error distribution by network listening to one measurement sample (one subframe) within per 10s measurement interval and +0.1ppm frequency error are first provided for the single hop time synchronization, where 3 symbols out of 4 symbols of CRS are used for per synchronization tracking subframe, and the first CRS symbol is reserved for the PDCCH. 
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Fig.4:  Synchronization timing error distribution by network listening
As shown in Fig.3, in the case of single-hop CRS tracking with 10s measurement interval, synchronization timing error is mostly less than ±1.5µs when the SINR is larger than -10dB (Note that, the time synchronization will crashed up to 20ms timing error when the SINR is lower than -10dB, e.g., -11dB), and as the SINR improved, the timing error of single-hop synchronization is also reduced. Larger number of hops implies even tighter synchronization requirement is needed for each hop and hence higher SINR is needed.  In order to satisfy multiple-hop timing error requirements for dense deployment small cells, the SINR threshold (10% CDF, i.e, 90% small cells are larger than the SINR threshold) for different synchronization hops are given in the Table 2. 
Table 2：  SINR threshold (10% CDF) for different synchronization hops 

	Synchronization hops
	1
	2
	3
	4
	5
	6

	Timing error
 requirements 
	-1µs
	- 0.5µs
	-0.33µs
	- 0. 25µs
	- 0.2µs
	-0.17µs

	SNR threshold
（10% CDF）
	-10db
	-8db
	-7db
	-6db
	-6db
	-5db


Observation 1: As the SINR improved, the timing error of single-hop synchronization is also reduced, and better SINR threshold is needed to satisfy the multiple-hop timing error requirement.
Based on above link-level SINR thresholds, system level simulation was then performed to observe small cell proportions for different synchronization hops in the case of scenario 2b. The agreed evaluation assumptions in [6, 8] were used. In addition, the following assumptions are made,

· Only one small cell within each cluster directly acquires the reference timing from Macro layer (Case 1 in [6]) which is randomly selected, 
· Then other small cells will select the small cell with the smallest stratum level as its source cell if the SINR between the source and slave cells is higher than the SINR threshold corresponding to the number of hops in Table 2. 
· If several small cells have the same stratum level, the slave cell will select the one among them with the maximum relative SINR as its source cell.
It should be noted that, when multiple hops are supported for time synchronization, the SINR thresholds for all hops are consistent with that for the last hop in order to satisfy the overall timing requirement. For example, if 4 synchronization hops are supported, the relative SINR for each hop is no more than -6dB to achieve +/-0.25 µs timing error upper bound.
Table 3 gives the distribution of small cell proportions for different synchronization hops. It can be seen that the hop number increases as the number of floors increases since there are more small cells in the 2 floors case. However, a part of small cells cannot match the relative SINR threshold and will lose the time synchronization. For example, in the case of 1 floor, maximum 4 hops can be possible but about 18.22% small cells cannot catch its source cell. The small cell proportions losing the time synchronization will increase to 29.23% in the case of 2 floors because of large inter-cell interference as well as the 18dB penetration loss between 2 floors, where maximum 6 hops can be possible. 
Table 3:  Small cell proportions for different synchronization hops
	          Stratum level
Building floor
	1
	2
	3
	4
	5
	6
	Lose the time synchronization

	1 floor
	25%
	36.5%
	16.59%
	3.69%
	-
	-
	18.22%

	2 floors
	12.5%
	25.61%
	19.81%
	8.98%
	3.31%
	0.55%
	29.23%


Observation 2: In the case of multiple-hop synchronization, a part of small cells cannot match the relative SINR threshold and will lose the synchronization reference timing by tracking the legacy CRS.
6. Possible enhancements for network listening
In the above simulations, time synchronization tracking are based on listening the legacy CRS, and only one measurement sample (one subframe) is detected within per 10s measurement interval, which can be regarded as a relatively worse case in the small cell cluster. The performance of networking listening can be further improved, e.g.
· Shorten the network listening measurement interval, i.e., reducing the impacts of timing drift from frequency error; 
· Detect multiple measurement samples (multiple subframes) once a time during the measurement gap of the slave small cells;
· Adopt some interference coordination or cancellation techniques, such as coordinated silence or data muting between small cells;

· Listen to other RS/SS or modified RS/SS (e.g., PRS, CSI-RS or new designed discovery RS) possibly with better timing synchronization accuracy than the legacy CRS.
It’s noted that the enhancement for network listening would possibly improve the time synchronization accuracy with the cost of additional measurement overhead, power consumptions. 
Fig.5 and Fig.6 shows link-level evaluation results on timing synchronization accuracy by detecting multiple measurement samples once a time as well as shortening the networking listening measurement interval are also shown to find the benefits from possible enhancements for network listening. The time synchronization error distribution curves are compared among 1, 2, 4 as well as 8 measurement samples at different SINR.
As mentioned in section 5 and also shown in Fig.5, taking the timing drift caused by 10s measurement interval into account and detecting only one measurement sample at the slave small cell,  the time synchronization will crashed up to 20ms timing error when the SINR is lower than -10dB, e.g. -11dB. However, timing error of single hop will be largely narrowed within +/-1.5µs by dg 4 or more measurement samples once a time. 
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Fig.5:  Timing error distribution by network listening multiple measurement samples at SINR = -11dB
The benefits of shortening the network listening measurement interval from 10s to the maximum MBSFN subframe period 320ms are shown in Fig.6. It can be found that, timing synchronization accuracy can be further improved (e.g., -0.8µs timing error for 4 measurement samples/10s at the SINR = -11dB vs. -0.3µs timing error for 4 measurement samples/320ms at the SINR = -16dB, 20% CDF). 
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Fig. 6:  Timing error distribution by network listening multiple samples and 320ms measurement interval
It’s believed that small cell enhancement for the radio-interface based synchronization by means of interference coordination or cancellation techniques or other modified RS/SS design  (e.g., PRS or new designed discovery RS) will improve the time synchronization accuracy, with the cost of additional measurement overhead or some specification impacts. However, it’s also found that time synchronization accuracy cannot be guaranteed and some small cells will lose the synchronization simply by the mean of shortening the measurement interval, even for one measurement sample within per 5ms measurement interval (related evaluation results can be found in the reference [4]). Enhancements as well as the optimization such as combining several methods still need to be considered in order to support multiple-hop synchronization much better especially at the small cell densely deployed scenario. 
Observation 3:  Performance benefit of improving the timing accuracy can be achieved by introducing some enhancements to the radio-interface based network listening for small cells.
7. Conclusion
This contribution discusses the time synchronization accuracy requirement focused on possible synchronization scenarios and multiple-hop deployment of small cells. Evaluation results of time synchronization tracking based on network listening of legacy CRS are presented. It is seen from the evaluation results that: 
Observation 1: As the SINR improved, the timing error of single-hop synchronization is also reduced, and better SINR threshold is needed to satisfy the multiple-hop timing error requirement.
Observation 2: In the case of multiple-hop synchronization, a part of small cells cannot match the relative SINR threshold and will lose the synchronization reference timing by tracking the legacy CRS.
Observation 3: Performance benefit of improving the timing accuracy can be achieved by introducing some enhancements to the radio-interface based network listening for small cells.
Based on above observations, it is proposed that:
Proposal 1: Network listening by tracking the legacy CRS periodically with one measurement sample as the traditional way cannot guarantee all small cells in the cluster to catch the synchronization source cell, and enhancement is needed for further study in the WI phase;
Proposal 2: Solutions for radio-interface based small cell synchronization should take the timing error requirement for supporting multiple-hop synchronization into account.
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Annex: simulation Assumptions
     Table 4: Link-level simulation assumptions for synchronization timing error
	Parameter 
	Value 

	Channel bandwidth 
	Baseline: 10 MHz 

	Carrier frequency 
	Macro cell as source cell: 2 GHz 

Small cell as source cell: 3.5GHz 

	Channel profile 
	EPA with low mobility, e.g. 0.01km/h 

	Total number of subframes measured 
	One subframe within one measurement interval, more subframes are not precluded. 

The baseline for  measurement interval is 10s. Other values are not precluded. 

	Time drift 
	Frequency synchronization error multiplied by the measurement interval. 

Baseline: The frequency synchronization error is assumed to be +0.1ppm.

	Network listening RS design 
	Baseline: CRS for synchronization maintenance. Other types of reference signal are not precluded. 

Number of antenna ports for CRS: 2 

	Performance metrics 
	Time synchronization error for single hop under different SINR.
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