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1 Introduction
In the last meeting, the issue on the positive definiteness of the cross correlation matrix of the large scale parameters in the 3D channel modelling was discussed and the following working agreement was made [1]:
· In step 4: Cross-correlation for Large-scale parameters

· Reuse cross-correlation parameters  in 36.814 for SF, K, DS, ASD and ASA

· Cross-correlation parameters with ZSD, ZSA are proposed by the following table ensuring positive definite:
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In this contribution, we provide our further observations on this issue.
2 Zero-valued elements in the Cross Correlation Matrix
The position of zero-valued element in the matrix stands for the non-correlation between LSPs. Keeping zero-valued elements is meaningful for the research of the relationship between two random variables. However, when taking into account of the error and the accuracy in the field test and the simulation environment, it may be not very necessary to keep the zero valued elements as the working assumption [2]. For example, as field test results of Table I [3] , the zero-valued-elements are very rare. 

	Table I One example of cross correlation matrices observed
　
	DS
	ASD
	ASA
	SF
	KF
	ZSD
	ZSA

	DS
	1.0 
	0.5 
	0.8 
	-0.4 
	-0.7 
	0.43 
	0.38 

	ASD
	0.5 
	1.0 
	0.4 
	-0.5 
	-0.2 
	0.35 
	0.37 

	ASA
	0.8 
	0.4 
	1.0 
	-0.4 
	-0.3 
	0.35 
	0.58 

	SF
	-0.4 
	-0.5 
	-0.4 
	1.0 
	0.5 
	0.31 
	0.42

	KF
	-0.7 
	-0.2 
	-0.3 
	0.5 
	1.0 
	0.01 
	-0.09 

	ZSD
	0.43
	0.35
	0.35
	0.31
	0.01
	1.0 
	0.62 

	ZSA
	0.38
	0.37
	0.58
	0.42
	-0.09
	0.62
	1.0 


In the working assumption agreed, we notice that comparing to the WINNER+ cross correlation matrix, a few elements, such as ZSA vs DS in the UMi LoS scenario, are modified from 0 to non-zero value, but there are still multiple zero-valued elements which are located in the WINNER+ cross correlation matrix maintained.

In order to investigate the impact of the zero-valued elements, we compared the working assumption with other modification schemes. For each of modification schemes, the difference of the matrix before and after the fix is measured by Forbienius norm. We also worked out a simple example of modified cross correlation matrix based on WINNER+ table [see Appendix] in the comparison. In this example, the cross-correlation matrix parameters in 36.814 for SF, K, DS, ASD and ASA are reused, but no zero-valued elements are maintained after the fix. The comparison is shown in table II below.
Table II Comparison of modification schemes
	Source
	Algorithm
	Maintain the 0 elements 
	Maintain elements of the original 5x5 matrix 
	Difference from the original non-positive-definite matrix (Frobenius-Norm)

	Intel[4], Orange[5]
	Higham algorithm[8]
	×
	×
	0.2723

	Renesas[6]  

 REF _Ref367299271 \n \h 
 \* MERGEFORMAT  
	Increase diagonal elements
	√
	×
	0.4842

	Qualcomm [7]
	Simon algorithm[9]
	√
	√
	0.6707

	74b Working Assumption[1]
	Unknow
	×
	√
	0.8124

	Our example
	Higham

algorithm
	×
	√
	0.4830


The comparison result shows that based on the same non-positive-definite cross correlation matrix from WINNER+ as the input, completely removing the constraint on the positions of zero-valued elements may provide higher accuracy in terms of difference measured by Frobenius Norm. In principle, not keeping the zero-value-element positions will bring more degree-of-freedom in finding the good values for the rest non-zero-valued elements, in other words, bring more chance to get the better tradeoff between reality and validity. Meanwhile, since the modification on the cross correlation matrix may bring some artificial error into the study and simulation work in the future, it is not only necessary to make agreement on the values, but also necessary to let people understand where the difference comes from in the further work, comparing to using WINNER+ model.
Based on the discussion above, we have observations as follows:

Observation 1: Without the constraint on the positions of zero-valued element, there may be more space to improve the result of the modification on the cross correlation matrix.
Observation 2: Clarification of the principle for the modification in the working assumption may be beneficial for further study.
3 Conclusion
In this contribution, we provided our further views on the positive definiteness of the cross correlation matrix of the large scale parameters and observed that:
Observation 1: Without the constraint on the positions of zero-valued element, there may be more space to improve the result of the modification on the cross correlation matrix.
Observation 2: Clarification of the principle for the modification in the working assumption may be beneficial for further study.
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Appendix
Table III An Example of the Modification
	　
	DS
	ASD
	ASA
	SF
	KF
	ZSD
	ZSA

	DS
	1.0
	0.5
	0.8
	-0.4
	-0.7
	-0.2659
	0.0754

	ASD
	0.5
	1.0
	0.4
	-0.5
	-0.2
	0.3847
	0.4629

	ASA
	0.8
	0.4
	1.0
	-0.4
	-0.3
	-0.1217
	-0.0392

	SF
	-0.4
	-0.5
	-0.4
	1.0
	0.5
	-0.0725
	-0.0233

	KF
	-0.7
	-0.2
	-0.3
	0.5
	1.0
	0.1306
	0.0421

	ZSD
	-0.2659
	0.3847
	-0.1217
	-0.0725
	0.1306
	1.0
	0.0222

	ZSA
	0.0754
	0.4629
	-0.0392
	-0.0233
	0.0421
	0.0222
	1.0
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