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1 Introduction
This contribution presents evaluation results of coordinated scheduling in SCE scenario 1 with non-ideal backhaul defined in [1]. In this scenario, macro cell and small cells within intra-site macro area are coordinated to mitigate inter-cell interference. To realize a centralized coordination between macro cell and small cells, non-ideal backhaul required for sharing coordination information between different cells is considered. In order to investigate potential impacts of backhaul delay on the performance of coordination, this contribution evaluates performance of coordinated scheduling with consideration of non-ideal backhaul delays. 

2 Evaluation of coordinated scheduling with non-ideal backhaul
2.1 Coordinated scheduling schemes

In order to evaluate the performance gain of CoMP, the following three coordinated scheduling methods with non-ideal backhaul were considered:
CS-0 : Resource allocation, UE scheduling, link adaptation in resource coordinator

· Based on shared information from each eNB in coordination area, coordinated scheduling is performed to decide the resource allocation, UE scheduling, and link adaptation (e.g., MCS selection) for each eNB in the resource coordinator. 
· The results are shared to each eNB through the non-ideal backhaul

· For the allocated resource, each eNB just assigns the selected UE with the delayed CSI
CS-1 : Resource allocation and UE scheduling in resource coordinator
· Based on shared information from each eNB in coordination area, coordinated scheduling is performed to decide the resource allocation and UE scheduling for each eNB in the resource coordinator 
· The results are shared to each eNB through the non-ideal backhaul

· For the allocated resource, each eNB just assigns the selected UE with the most recent CSI
CS-2 : Resource allocation in resource coordinator and UE scheduling in each eNB

· Based on shared information from each eNB in coordination area, coordinated scheduling is performed to decide the resource allocation for each eNB in the resource coordinator. 
· The results are shared to each eNB through the non-ideal backhaul

· For the allocated resource, each eNB conducts UE scheduling with the most recent CSI and the resource allocation information of the neighbouring eNBs
2.2 Non-ideal backhaul delay

According to coordinated scheduling schemes, timeline of coordination subject to backhaul delay is summarized as follows: 
CS-0 :

· Resource coordination, UE scheduling, and link adaptation is done at time t based on CSIs measured at time (t - dCSI - dBH)

· UE assignment is done at time t + dBH based on CSIs measured at time (t - dCSI - dBH)
CS-1 :
· Resource coordination and UE scheduling is done at time t based on CSIs measured at time (t - dCSI - dBH)

· UE assignment is done at time t + dBH based on CSIs measured at time (t + dBH - dCSI)
CS-2 :

· Resource coordination is done at time t based on CSIs measured at time (t - dCSI - dBH)

· UE scheduling is done at time t + dBH based on CSIs measured at time (t + dBH - dCSI)
where dCSI is CSI feedback delay from UE to serving cell and dBH is backhaul delay from eNB to the resource coordinator. Such timeline of CS-2 for coordinated scheduling subject to backhaul delay is shown in Figure 1.
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Figure 1: timeline of CS-2 for resource allocation and UE scheduling subject to backhaul delay
Based on the above discussion on the backhaul delay, information relating to the coordinated scheduling could be categorized as follows:
Table 1 Information categorization of coordinated scheduling schemes

	Schemes
	Information group 1
	Information group 2

	CS-0
	Resource allocation

UE selection
MCS selection

Precoding selection
	

	CS-1
	Resource allocation

UE selection
	MCS selection

Precoding selection

	CS-2
	Resource allocation
	UE selection

MCS selection

Precoding selection


2.3 Evaluation results

In order to evaluate performance of coordination under non-ideal backhaul delay, 5%, 50%, 95%, and average UPT performance of CS-0, CS-1 and CS-2 schemes are evaluated and compared with the reference scheme. For our evaluation, no coordination among small cells is considered as the reference scheme. On the other hand, for the target coordinated scheduling schemes, coordination is applied to all small cells within 3 intra-site macro area by the resource coordinator.
The UPT performance for {2, 5, 10, 30, 50}ms backhaul delays with 30%, 50% and 70% RUs are summarized in Tables, respectively. During evaluation, average 66.1% of UEs are attached to small cells in coordination area. From the results, it can be observed that the performance gain obtained from coordination differs significantly depending on the coordinated scheduling scheme used. Although all three coordination schemes, CS-0, CS-1, and CS-2, utilize delayed CSIs, their performance gains are quite different. For example, UE scheduling is conducted in the resource coordinator with the delayed CSIs for both CS-0 and CS-1 but CS-0 shows the worst performance even at low backhaul latency. Such performance difference occurs due to the fact that CS-0 lacks the additional link adaptation step at the eNB after the resource allocation is done. In other words, while CS-1 tries to further improve the system performance by applying further link adaptation on its allocated resources based on the latest CSI, RSRP measurements, and resource allocation on interfering cells, CS-0 utilizes an out-dated CSI for link adaptation without further consideration of the resource allocation on interfering cells. Therefore, it is only natural that CS-1 outperforms CS-0. Furthermore, CS-2 tries to improve upon CS-1 by not only performing the additional link adaptation step but also a new UE selection based on the latest CSI, RSRP measurements, and resource allocation on interfering cells. In short CS-1 only applies a link adaptation on the resources that it has been allocated while CS-2 performs UE selection to pick the best set of UEs for scheduling and link adaptation for further improvement.

For low backhaul latency, similar performance of the CS-1 and CS-2 is observed since decision of resource allocation and UE scheduling in resource coordinator does not change significantly. Although performance of both coordinated scheduling schemes for high backhaul latency is degraded because of the longer latency of the resource coordination, it is observed that the CS-2 shows better performance than CS-1 because the CS-2 allows eNB to conduct UE scheduling on the allocated resources.

One drawback of CoMP with non-ideal backhaul delay is that a newly arrived packet cannot always be immediately transmitted. It can only be transmitted when the eNB has been allocated resources for downlink transmission. If an eNB has no resources for downlink transmission, the newly arrived packet would have to wait until the eNB request and gets granted the necessary resources. For this reason, a newly arrived packet may remain in the eNB transmit buffer until the coordination results are completely shared. The impact of such ‘waiting period’ can be outweighed by the benefits of coordination which would allow a short time period for the actual transmission. Since the UPT is inversely proportional to the sum of ‘waiting period’ and ‘transmission period’, depending on the UE’s geometry, the effect of this additional ‘weighting period’ is different. For UEs in poor geometry, ‘transmission period’ is far larger than ‘waiting period’ and as a result, the benefits of coordination will outweigh the additional ‘waiting period’. However, for UEs in very good geometry, ‘transmission period’ can be very small and the benefits of coordination might not be enough to counter effect of the additional ‘waiting period’. Note that not all UEs have to experience the additional ‘waiting period’. If an eNB has resources already allocated to it, it can use these resources for a newly arrived packet without the ‘waiting period’ depending on its scheduling decision.

As noted above the impact of the ‘waiting period’ is more apparent for UEs in good geometry. For example, 95% UPT performance which typically requires very short intervals to complete a packet transmission is more sensitive to backhaul delay than that of 5% and 50% UPT performance. In case of the CS-2, once the resource is allocated by the resource coordinator, UE scheduling in each eNB can be performed dynamically on the assigned resource based on the most recent CSI information. Therefore, from the benefit of UE scheduling in each eNB, a newly arrived packet can be allocated on the assigned resources regardless of backhaul latency, which results in minimized impacts of backhaul delay. Therefore, the impact of the latency introduced by the non-ideal backhaul can be minimized by utilizing UE scheduling with the latest CSIs for link adaptation in each eNB.

It is observed that as traffic load increases the gain of coordinated scheduling increases compared to the reference scheme. For high traffic load, 15.5%, 40.6%, and 22.6% of 5%, 50%, and average UPT gain are obtained for 5ms backhaul delay, respectively. From the benefit of interference coordination in high traffic load, moderate coordination gains are observed even for 10ms backhaul latency. For low traffic load, the average UPT gain of coordinated scheduling is smaller compared to higher load scenarios since UEs already have very good performance due to low interference condition, which is typically not a primary target use case of CoMP.

Table 2 UPT value and gain by coordinated scheduling with 70% RU
	Schemes
	Backhaul delay
	RU
	5% UPT
	50% UPT
	95% UPT
	Average UPT

	Baseline
	0
	0.70
	1.20 (0.0%)
	7.76 (0.0%)
	40.94 (0.0%)
	12.97 (0.0%)

	CS-0
	2 
	0.71 
	1.16 (-3.1%) 
	7.59 (-2.2%) 
	37.75 (-7.8%) 
	12.50 (-3.6%) 

	
	5 
	0.71
	0.96 (-20.2%)
	6.20 (-20.1%) 
	36.31 (-11.3%) 
	10.75 (-17.1%) 

	
	10 
	0.72 
	0.64 (-46.9%) 
	4.51 (-41.9%) 
	32.42 (-20.8%) 
	9.88 (-23.8%) 

	
	30 
	0.72 
	0.36 (-69.9%) 
	2.86 (-63.1%) 
	25.96 (-36.6%) 
	6.51 (-49.8%) 

	
	50 
	0.73 
	0.20 (-83.3%) 
	1.87 (-75.9%) 
	20.43 (-50.1%) 
	5.33 (-58.9%) 

	CS-1
	2
	0.44
	1.44 (+20.3%)
	11.21 (+44.6%)
	43.35 (+5.9%)
	16.29 (+25.6%)

	
	5
	0.44
	1.40 (+17.3%)
	10.94 (+41.1%)
	41.33 (+0.9%)
	15.77 (+21.6%)

	
	10
	0.44
	1.32 (+10.5%)
	10.40 (+34.1%)
	39.57 (-3.3%)
	14.97 (+15.4%)

	
	30
	0.45
	1.25 (+4.5%)
	9.26 (+19.4%)
	33.28 (-18.7%)
	12.86 (-0.8%)

	
	50
	0.44
	1.10 (-8.3%)
	8.31 (+7.1%)
	28.47 (-30.5%)
	11.36 (-12.5%)

	CS-2
	2
	0.44
	1.40 (+17.3%)
	11.14 (+43.6%)
	43.77 (+6.9%)
	16.27 (+25.5%)

	
	5
	0.44
	1.38 (+15.0%)
	10.91 (+40.6%)
	42.27 (+3.3%)
	15.90 (+22.6%)

	
	10
	0.44
	1.35 (+12.8%)
	10.66 (+37.3%)
	40.88 (-0.1%)
	15.43 (+18.9%)

	
	30
	0.44
	1.31 (+9.0%)
	10.13 (+30.6%)
	37.15 (-9.3%)
	14.28 (+10.1%)

	
	50
	0.43
	1.26 (+5.3%)
	9.63 (+24.1%)
	33.55 (-18.1%)
	13.21 (+1.8%)


Table 3 UPT value and gain by coordinated scheduling with 50% RU
	Schemes
	Backhaul delay
	RU
	5% UPT
	50% UPT
	95% UPT
	Average UPT

	Baseline 
	0 
	0.51
	1.85 (0.0%)
	12.63 (0.0%)
	51.02 (0.0%)
	18.35 (0.0%)

	CS-0
	2 
	0.53 
	1.81 (-2.6%) 
	12.51 (-0.9%) 
	47.11 (-7.7%) 
	18.00 (-1.9%) 

	
	5 
	0.54 
	1.43 (-23.1%) 
	10.54 (-16.5%) 
	44.29 (-13.2%) 
	16.06 (-12.5%) 

	
	10 
	0.56 
	1.05 (-43.1%) 
	7.84 (-37.9%) 
	37.14 (-27.2%) 
	13.64 (-25.7%) 

	
	30 
	0.58 
	0.59 (-68.4%) 
	4.33 (-65.7%) 
	29.34 (-42.5%) 
	8.48 (-53.8%) 

	
	50 
	0.60 
	0.25 (-86.5%) 
	3.37 (-73.3%) 
	23.83 (-53.3%) 
	7.23 (-60.6%) 

	CS-1 
	2 
	0.33 
	2.36 (+27.2%)
	16.74 (+32.6%)
	48.55 (-4.9%) 
	35.83 (+14.4%)

	
	5 
	0.33 
	2.35 (+26.7%)
	16.22 (+28.4%)
	46.58 (-8.7%)
	34.10 (+10.7%)

	
	10 
	0.33 
	2.35 (+21.4%)
	15.57 (+23.3%)
	43.91 (-13.9%)
	32.15 (+5.2%)

	
	30 
	0.34 
	1.99 (+7.3%)
	14.03 (+11.1%)
	35.91 (-29.6%)
	26.19 (-9.0%)

	
	50 
	0.34 
	1.81 (-2.4%)
	12.50 (-1.0%)
	30.10 (-41.0%)
	22.31 (-20.3%)

	CS-2 
	2 
	0.35 
	3.25 (+22.8%)
	32.00 (+31.3%)
	57.43 (-3.8%)
	35.80 (+14.2%)

	
	5 
	0.34 
	3.23 (+20.4%)
	31.38 (+29.2%)
	54.78 (-7.3%)
	34.80 (+11.5%)

	
	10 
	0.35 
	3.20 (+16.5%)
	29.88 (+25.6%)
	51.38 (-11.0%)
	32.82 (+7.5%)

	
	30 
	0.34 
	2.86 (+10.2%)
	26.28 (+15.5%)
	46.44 (-21.7%)
	28.76 (-3.2%)

	
	50 
	0.34 
	2.72 (+0.5%)
	23.73 (+7.3%)
	45.99 (-32.8%)
	25.91 (-11.6%)


Table 3 UPT value and gain by coordinated scheduling with 30% RU
	Schemes
	Backhaul delay
	RU
	5% UPT
	50% UPT
	95% UPT
	Average UPT

	Baseline 
	0 
	0.33
	2.67 (0.0%)
	17.73 (0.0%)
	59.67 (0.0%)
	22.98 (0.0%)

	CS-0
	2 
	0.34 
	2.62 (-2.1%) 
	17.50 (-1.3 %) 
	54.66 (-8.4%) 
	22.42 (-1.9%) 

	
	5 
	0.37 
	2.22 (-16.8%) 
	15.99 (-9.8%) 
	51.55 (-13.6%) 
	20.63 (-10.2%) 

	
	10 
	0.40 
	1.62 (-39.4%) 
	12.15 (-31.5%) 
	44.10 (-26.1%) 
	17.83 (-22.4%) 

	
	30 
	0.42 
	0.97 (-63.6%) 
	7.11 (-59.9%) 
	38.72 (-35.1%) 
	11.88 (-48.3%) 

	
	50 
	0.46 
	0.40 (-85.2%) 
	5.82 (-67.2%) 
	31.86 (-46.6%) 
	10.66 (-53.6%) 

	CS-1 
	2 
	0.22 
	3.56 (+33.3%)
	20.81 (+17.4%)
	51.27 (-14.1%) 
	24.66 (+7.3%)

	
	5 
	0.22 
	3.40 (+27.3%)
	20.34 (+14.7%)
	49.19 (-17.6%)
	23.88 (+3.9%)

	
	10 
	0.22 
	3.27 (+22.2%)
	19.67 (+10.9%)
	46.07 (-22.8%)
	22.70 (-1.2%)

	
	30 
	0.24 
	2.90 (+8.4%)
	17.14 (-3.3%)
	37.15 (-37.8%)
	19.27 (-16.1%)

	
	50 
	0.25 
	2.54 (-5.1%)
	15.23 (-14.1%)
	31.11 (-47.9%)
	16.67 (-27.4%)

	CS-2 
	2 
	0.35 
	3.25 (+27.3%)
	32.00 (+18.1%)
	57.43 (-14.0%)
	35.80 (+7.4%)

	
	5 
	0.34 
	3.23 (+25.3%)
	31.38 (+15.4%)
	54.78 (-16.4%)
	34.80 (+4.5%)

	
	10 
	0.35 
	3.20 (+20.5%)
	29.88 (+11.6%)
	51.38 (-20.8%)
	32.82 (+0.4%)

	
	30 
	0.34 
	2.86 (+11.5%)
	26.28 (+1.5%)
	46.44 (-32.9%)
	28.76 (-11.6%)

	
	50 
	0.34 
	2.72 (+6.4%)
	23.73 (-7.9%)
	45.99 (-43.8%)
	25.91 (-20.4%)


Observation:
· It is observed that the performance gain obtained from coordination differs significantly depending on the coordinated scheduling scheme used
· The impact of the latency introduced by the non-ideal backhaul can be minimized by utilizing UE scheduling in each eNB with the latest CSIs and resource allocation information of neighboring eNBs
· Coordinated scheduling for SCE scenario 1 with non-ideal backhaul provides meaningful UPT gains
3 Conclusions

In this contribution, we provided the evaluation results of coordinated scheduling for SCE scenarios 1. From the results, it is observed that
· It is observed that the performance gain obtained from coordination differs significantly depending on the coordinated scheduling scheme used
· The impact of the latency introduced by the non-ideal backhaul can be minimized by utilizing UE scheduling in each eNB with the latest CSIs and resource allocation information of neighboring eNBs
· Coordinated scheduling for SCE scenario 1 with non-ideal backhaul provides meaningful UPT gains
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Appendix: Simulation assumptions for SCE scenario 1
	 
	macro cell
	small cell

	Layout
	Hexagonal grid, 3 sectors per site, 19 Macro sites 
	Clusters uniformly random within macro geographical area; small cells uniformly random dropping within cluster area

	Number of macro cell areas in coordination*
	3 intra-site macro cell areas

	System bandwidth per carrier
	10MHz

	Carrier frequency
	2.0GHz

	Carrier number
	1

	Total BS TX power (Ptotal per carrier)
	46dBm
	30 dBm

	Distance-dependent path loss
	ITU UMa with 3D distance between an eNB and a UE applied. 
	ITU UMi with 3D distance between an eNB and a UE applied. 

	Penetration loss
	For outdoor UEs:0dB
For indoor UEs: 20dB+0.5din (din : independent uniform random value between [ 0, min(25,d) ] for each link)

	Shadowing
	ITU UMa
	ITU UMi 

	Antenna pattern
	3D according to TR36.819
	2D Omni-directional 

	Antenna Height:
	25m
	10m

	UE antenna Height
	1.5m

	Antenna gain + connector loss
	17 dBi
	5 dBi

	Antenna gain of UE
	0 dBi

	Fast fading channel between eNB and UE
	ITU UMa
	ITU UMi

	Antenna configuration
	2Tx, 2Rx in DL, cross-polarized
	2Tx, 2Rx in DL, cross-polarized

	Number of small cell clusters per macro cell area
	1

	Number of small cells per cluster
	4

	Number of small cells per macro cell
	4

	UE dropping
	Baseline: 2/3 UEs randomly and uniformly dropped within the clusters, 1/3 UEs randomly and uniformly dropped throughout the macro geographical area. 20% UEs are outdoor and 80% UEs are indoor.

	Radius for small cell dropping in a cluster
	50m

	Radius for UE dropping in a cluster
	70m

	Minimum distance (2D)
	Small cell – small cell: 20m

	
	Small cell – UE: 5m

	
	Macro – small cell cluster center: 105m

	
	Macro – UE: 35m

	
	Cluster center – cluster center: 2*radius for small cell dropping in a cluster

	Traffic model
	FTP model 1

	UE receiver
	MMSE-IRC

	UE noise figure for DL
	9 dB

	UE speed
	3km/h

	Cell selection criteria
	RSRP

	Handover margin
	1dB

	Network synchronization
	- 3us for non-co-sited cells

	Backhaul assumption
	- Non-ideal backhaul between eNB sites

- Latency values: {2, 5, 10, 30, 50}ms 

	Considered transmission schemes from a single point
	- DL: TM10 SU-MIMO

	Feedback assumption
	- Non-ideal channel/interference estimation based on TM10

- PUSCH mode 3-2
- CSI feedback delay : 6ms
- CSI feedback periodicity : 10ms

	Overhead
	PDCCH (2symbols), DMRS (12REs per RB), CRS (2port)

	CRS interference
	CRS interference is modelled as additional white interference under the assumption of shifted CRS



