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1. Introduction

At the RAN1 #70 meeting in Qingdao, China RAN1 received three LS from RAN3 pertaining to the Rel. 11 work item on carrier-based HetNet ICIC for LTE [1]

 REF _Ref338689328 \r \h 
[2]

 REF _Ref338689322 \r \h 
[3]. These have not been treated hitherto in RAN1. Due to the possibility that the three incoming LS from RAN3 will be treated at the RAN1 #71 meeting in New Orleans, USA as indicated by the RAN1 chairman and in order to facilitate an expedited reply to RAN3, we present our views on the solutions for operational carrier selection discussed in RAN3 as part of the carrier-based HetNet ICIC work item.
2. Interference coordination in dense macro-pico deployments
2.1. Proposed solutions

In dense macro-pico deployments several eNodeBs may share the same carrier(s) within the coverage of one macro eNodeB. To alleviate the resulting co-channel interference it may be beneficial to coordinate the operational carrier selection at each eNodeB in a distributed or centralized fashion, e.g., through message exchange over the X2 interface or through OAM, respectively. Such can be achieved by re-using and potentially enhancing existing X2AP messages and procedures. The latter include, according to the LS, X2 setup procedures which amongst others inform neighbouring cells about carrier frequencies and associated bandwidths. For example, if an eNodeB’s OAM-configured list of possible carrier frequencies contains entries which are disjoint with those received from neighbouring eNodeBs in an ENB CONFIGURATION UPDATE or X2 SETUP REQUEST that eNodeB could simply choose one of these non-overlapping carriers as an initial or additional operational carrier. Since it is orthogonal to the operational carriers of other cells no further optimization is required.

For operational carriers which are already active—and possibly shared with other eNodeBs in the network—an eNodeB can use existing load and interference information from neighbouring cells which are already exchanged via the X2 between eNodeBs. For example, an eNodeB monitors the LOAD INFORMATION and RESOURCE STATUS UPDATE messages it receives from neighbouring eNodeBs and infers from those which of its OAM-configured carriers to activate and deactivate. Some degree of coordination among eNodeBs could be achieved if eNodeBs take each other’s activations and deactivations into account as they are communicated among the eNodeBs via eNodeB configuration updates. To fully enable this decentralized solution some additional standardization may be required, e.g., to augment existing intra-frequency RRM functions for intercell interference coordination and load balancing with carrier-based counterparts. 
A centralized solution could be adopted as well where carrier activations and deactivations are OAM based and it should also be pointed out that above proposed solutions can be further refined by incorporating existing measurements (e.g. standardized ones at the UE or OAM logs at the eNodeB) or cell activation and deactivation X2AP procedures standardized for energy savings. One advantage of centralized OAM based solutions, which for instance use logged measurements in the form of implementation-specific SON algorithms, is that they are inherently stable because a centralized OAM controller activates and deactivates cells whereas decentralized solutions may be instable. This potential drawback of decentralized E-UTRAN mechanisms could be circumvented by introducing boundary conditions through OAM such as eNodeB-specific lists of allowed carriers. Both whitelists and blacklists are possible containing those carriers that can and cannot be deactivated and OAM overhead can be reduced by introducing new specification which allows these lists to be exchanged among eNodeBs via the X2 interface. In order to reap the full benefit of such new specification energy savings procedures may need enhancements as well to incorporate switch-on and switch-off requests sent by one eNodeB to another for reasons other than energy savings, namely, carrier-based ICIC.
All of the above summarizes the solutions 1,2,3 in [4]. Since they merely involve OAM and existing X2AP procedures or enhancements thereof, no RAN1 impact if foreseen. Solutions 4,5 in [4] differ in that they try to optimize the operational carrier selection across eNodeBs through proactive rather than reactive mechanisms. The goal is to switch or add those carriers that will create minimal interference to neighbouring eNodeBs. Accordingly, they entail inter-frequency UE measurements to assess the performance degradation per possible carrier. If the serving eNodeB cannot infer an operational carrier with acceptable performance degradation as a result of the aforementioned inter-frequency UE measurements, in a second step that eNodeB needs to infer the aggressor eNodeB(s) for a given operational carrier. The identification of an aggressor eNodeB requires coordinated beacons and measurements reference resources across eNodeBs. In particular, a new X2 message is needed to synchronize the measurement start and duration with the application of the measurement pattern by the aggressor eNB and request, if appropriate for the used measurement method, for steady transmissions during the measurement subframe(s) from the other eNBs [4]. In other words, a given eNodeB by means of UE measurements evaluates the effect which the addition of a new carrier would have on the interference in that cell. The result of this evaluation may then be shared among eNodeBs, e.g., in the form of an interference indicator {high/medium/low} again requiring new X2AP procedures and messages. eNodeBs are thus enabled to choose their operational carriers taking into account the cost, viz. the interference this would cause in the network. In conclusion, solutions 4,5 in [4] involve UE measurements and coordination of measurements reference resources across eNodeBs. 
2.2. Discussion of LS content

It is our understanding that the questions raised in the LS from RAN3 [3] refer to the second set of solutions in [4], namely, solutions 4,5 which try to proactively predict the impact of adding an additional carrier in terms of interference to other cells (whereas solutions 1,2,3 react to high interference by switching/deactivating carriers). Having said that our evaluation of the three questions in [3] is as follows:
1) Can the solution above provide any benefits in terms of interference mitigation over existing features? 

The benefit of the solutions 4,5 over existing solutions or enhancements thereof, namely solutions 1,2,3, is that they proactively try to estimate the impact of an additional carrier on the overall system performance before activating such. Based on existing inter-frequency RRM measurements which the “victim eNodeB” receives from some of its UEs regarding neighboring eNodeBs it estimates the interference those eNodeBs would cause if they added an additional carrier. The result of this evaluation is then transmitted to neighboring eNodeBs via the X2 interface, e.g., in terms of an indicator enumerated high/medium/low. This allows the receiving eNodeB to take into account the interference impact a particular carrier, if activated, would have on the network.

2) Can an eNB estimate correctly the interference impact on neighbour eNBs due to activation/deactivation of a new carrier?

If the eNodeB in question which is about to activate an additional carrier already has at least one active carrier a UE in the “victim cell”, i.e., the cell potentially impacted by the additional carrier, could use existing RRM measurements to predict the interference impact if the carrier was added. If such an estimate can be considered “correct” depends on its frequency sensitivity because the victim eNodeB has to use measurements on one carrier to infer estimates for another carrier.  In other words, the frequency spacing between the carriers in consideration becomes crucial. For example, suppose that the macro eNodeB operates on two carriers and the pico eNodeB shares one of them, namely, the one with significantly larger carrier frequency. Then a UE connected to the macro eNodeB needs to estimate the interference impact of the pico eNodeB adding the other frequency as operational carrier based on the measurements of the received power from the pico eNodeB on the carrier with larger frequency. Due to the dependence of the received power on the frequency, e.g., path loss and penetration loss, the interference impact of the pico eNodeB adding a carrier may be severely underestimated. 

3) How beneficial would be to use the victim eNB’s estimate of the interference impact of a carrier to be activated for operation?

With the reactive solutions 1,2,3 it takes the network some time to react to the addition of a new carrier by an eNodeB. For instance, if one eNodeB adds an operational carrier which causes significant interference to another cell it takes several subframes until the aggressor eNodeB receives such an indication via the X2 interface either in the form of existing load balancing and ICIC messages or enhancements thereof. During this time, the performance of some UEs in the victim cell may suffer severely and the only remedy is to wait until the aggressor eNodeB changes its behavior based on the received X2 messages from the victim eNodeB. The proactive solutions 4,5 do not have this lag, however, it may be hard to accurately predict the interference caused by adding a particular carrier. Unfortunately, if and how much proactive solutions benefit over reactive solutions depends exactly on how well this prediction works. If the wrong carrier is added the same lag described above for the reactive solutions occurs for the proactive solutions. 

In order to increase the accuracy of the interference estimates, beacons could be send on a carrier which is about to be fully activated. This would allow UEs in potential victim cells to predict the interference impact using intra-frequency measurements. Such a solution, however, requires coordination of measurements reference resources across eNodeBs as pointed out in [4]. In other words, improving the accuracy and performance of proactive solutions comes at the expense of increased specification and coordination among eNodeBs.
3. Conclusion

In this contribution, we reviewed the solutions proposed by RAN3 in [4] and presented our views on the questions addressed to RAN1 in [3]. We discussed the benefits and drawbacks of proactive solutions compared to reactive solutions and tried to assess the performance for each of them. While the required specification impact and coordination level across eNodeBs significantly differs among the proposed solutions, no RAN1 impact is foreseen for any of them at this time. 
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