3GPP TSG-RAN WG1 Meeting #63
R1-106216
Jacksonville, USA, 15th - 19th November, 2010
Source: 
Nokia Siemens Networks, Nokia
Title:
Type-1 Relay Performance for Downlink
Agenda item:
6.6.3
Document for: Discussion
1
Introduction
Type-1 relay has been studied as a part of the LTE-Advance study item, and has been accepted as a new work item for release 10. In the previous meetings, downlink system performance for type-1 relay has been investigated [1-5], and the results show that type-1 relay could provide throughput gain both in average cell throughput and cell edge throughput in downlink. In this contribution, the type-1 relay system performance on downlink is investigated with the latest channel model [7]. Detailed simulation settings and results are provided. 

2
Modelling
In this chapter, several modelling related issues are discussed.
2.1
Relay Node Deployment
The layout and location of relay nodes can be planned to focus on the cell coverage gain, thus improving the user experiences at cell edge. In the evaluation shown in this paper, relays are placed at the cell edge and distributed over the cell edge area evenly in order to provide good coverage [7]. The location of relays in three sectors is symmetrical and identical in every cell. In this paper, 1 relay node and 4 relay nodes per sector cases are studied, the relay deployment is done similar as was done for the uplink performance evaluation in ‎[6]. The same deployment has been applied for both case1 and case 3.
2.2

Backhaul Link
Relay antenna parameters are set according to ‎[4], and in this evaluation, two antenna sets are used for relay i.e. an omni-antennas are used for the access link and a directional antennas for the backhaul link. 5 dB gain is used as site planning gain for relays. 6 dB shadowing is enabled on the NLOS backhaul link. More details of parameter settings can be found in the Appendix.
In the following figure 2 and figure 3, the geometry in terms of signal-to-interference-pus-noise-ratio of the backhaul link are studied for case1 and case3 respectively. Both two antenna sets and site-planning gain (SP on) will be used for relays in the subsequent studies.   
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RN Geometry, mean=8.602, case1 RN4 30dBm SPoff
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Figure 2 CDF of backhaul wideband DL SINR Case1
From these figures, we can see that site-planning can improve backhaul quality for both case1 and case3. The effect of site planning is most relevant for the improvement of backhaul link with low quality. The reason is that for backhaul links with high DL SINR the interference mainly comes from other two sectors in the same sites that are not affected by site planning: When we use 5dB bonus for site planning gain, it is added for all three sectors in the same site, and consequently the wideband DL SINR for these relays will not changed much i.e. the maximum DL SINR of these relays is almost the same. But even with directional antenna and site-planning, ~10% RN have worse backhaul geometry which is less than 10dB, this will impact backhaul link capacity and related RN’s UE throughput. In the evaluation of this paper, site-planning and two antenna sets are applied for relay nodes.
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RN Geometry, mean=10.32, case3 RN4 30dBm SPoff
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Figure 3 CDF of backhaul wideband DL SINR Case3
2.2

Access Link and Direct Link

In access link and direct link, omni-antenna and the usual 3-sector antennas are used on RN and DeNB respectively to communicate with UEs. The parameter setting is also based on ‎[4].  
In the following figure, the geometry in terms of signal-to-interference-pus-noise-ratio of access link and direct link for both case1 and case3 are studied. To understand the influence of different relay node per sector to UE, several scenarios with 1 RN per sector, 4 RN per sector and 10 RN per sector are investigated.
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UE Geometry(case1, noRN), mean=5.991
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(a) Case1                              (b) case3

 Figure 3 CDF of UE Geometry of case1 and case 3
Based on the above figure, we can see that with an appropriate number of relay nodes deployed in a DeNB cell, the Geometry of UEs can be improved. While, in case of too many RNs, the Geometry is not always improved. The situation is different between case 1 and case3. For case3, from (b), we can see with the increase of RN number from 1 to 4, the UE Geometry is improved steadily and considerably compared with that of no RN scenario. When the RN number is increased to 10 RN/sector, the UE Geometry doesn’t increase continually but decrease a little. This is because 10 RN per sector would bring more interference though the signal strength is increased at the same time. Note however that more relays always allow more concurrent transmissions which enhance performance independently of the geometry.
For case 1, the situation is quite different with that of case 3. From (a), we could see with RN number from 1 to 4, the UE Geometry is almost not improved compared to that of no RN scenario. With the RN number increased to 10RN, the average UE geometry declines and is getting even worse than without RNs. Again the concurrent transmissions will enhance performance also in this case.
2.3 Resource Utilization and Scheduling
Considering the TDM based resource partition in an inband relay system, a fixed number of subframes is allocated to the access link, and the remaining subframes of a frame are allocated to the backhaul link. The resource partition is controlled by frame structure settings. In the investigation, several resource partition settings are investigated, such as 1:9 (means 1 subframe is allocated for backhaul link and 9 subframes are allocated for access link), 2:8, 3:7, 4:6, etc. Besides, as a simplification, in a backhaul subframe, the Macro-UE is not scheduled i.e. only relay nodes are scheduled in the backhaul subframe. A relay node is not scheduled on the backhaul link in case no UE is attached to it, instead other RNs can be scheduled more often. More specifically, in a backhaul subframe, the resource allocated among the relay nodes is proportion to the number of UE which are attached to the RN. This ensures that the backhaul capacity is appropriately distributed to the RNs.
As the backhaul link could be the bottleneck, full buffer traffic model is not effective for the transmission between RN and UE. A buffer management mechanism is realized at the RN to reflect the actual traffic model of Relay-UE. The relay buffer size is recorded in each DL TTI. In detail, in the backhaul TTI, it is increased when data arrived from DeNB. In the access TTI, it is decreased when data is sent to UEs. Relay-UEs are scheduled only if the relay buffer size is sufficient. 
3
Simulation Settings and Assumptions
In total 19 sites are simulated with wraparound, and each site is divided into 3 sectors. 10 MHz bandwidth is assumed with two PRBs consumed for control channels, thus there are 48 PRBs for downlink data transmission. TU channel is assumed for all three links which are direct link, access link and backhaul link. 25 users are dropped within each sector’s coverage area (including the area covered by the respective relays). Relay location is planned and fixed according to the relay deployment as discussed before. For more detail simulation parameters, please refer to the Appendix.
The following figure illustrates some assumptions of the investigation. 
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Figure 4  Settings and assumptions of the investigation 
4
Relay Performance Evaluation
This section shows the results for case1 and case3, and case 3 with higher relay transmit power than defined in ‎[4]. The simulated scenarios include eNB only case, and relay cases. eNB only case with random LOS/NLOS channel model in ‎[4] is used as baseline. Relay case will consider 1 and 4 relays per sector, various backhaul frame configurations with 1, 2, 3, and 4, backhaul subframes are used to show the sector throughput and UE throughput gains compared to the eNB only results. 
4.1 Relay-UE and Macro-UE layout

[image: image6]
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Figure 5  Macro-UE and Relay-UE layout of case 1

As shown in Figure 5, with the increase of the RN number deployed per sector, the coverage area of relay node is increased considerably and steadily. It can be found that more and more of the cell edge UEs switch from DeNB to RN when more relay nodes are deployed in cell edge. The fraction of Relay UEs is increased from 11.09% to 50.46% when the RN/sector is increased from 1 to 10. At the same time the macro-UE fraction is reduced with the increase of RN deployed.    
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Figure 6  Macro-UE and Relay-UE layout of case 3

From figure 6, we can see a similar phenomenon happens in case 3. The fraction of UEs is increased steadily and considerably with the increase of deployed RN per sector. In case of 10 RN per sector, the number of Relay-UEs is higher than that of Macro-UEs. 
Based on the simulation result of case 1 and case3, it could be concluded that the coverage of relay node is increased steadily with the increase of RNs deployed per sector. Especially, more and more of the cell-edge UE would switch to RN from DeNB when more RNs are deployed along the DeNB cell-edge. Compared with case1, a larger fraction of UE is served by relay nodes in case 3. 
4.2 Throughput Performance Analysis 
(1) Case1 Through performance
Table 1 shows the detailed throughput results and corresponding gains for case1. The blue columns show the gains of total sector throughput, 5% UE throughput and average UE throughput, respectively, compared to the results of the eNB only case. The first row shows the eNB only case results as the baseline and the following rows show the results for relay systems with 1 relay per sector and 4 relays per sector. Three cases are investigated for relay performance, which include 1, 2, 3, 4 backhaul subframes.
As shown in Table1, for both 1RN/sector and 4RN/sector scenarios, with the increase of the backhaul subframe number, the throughput for relay-cell and relay-UEs is increased steadily. While at the same time, the throughput of macro-cell and macro-UEs is decreased steadily. This is because the backhaul subframe is exclusively used for relay transmission and therefore the time-domain resource for relay-cell is increased and increased, and therefore the time-domain resource for macro-cell is decreased and decreased. 
As for 5% UE throughput, in case of 1RN/sector, the 5% UE throughput is decreased with the increase of backhaul subframes. The reason is that the performance between Macro-UE and Relay-UE is not nicely balanced with 1:9 configurations: Several Macro-UEs still fall into the range of 5% UE and suffer from the reduction of resources allocated to direct link. It would be better to allocate less than one subframe for backhaul and leave more resources to the directly connected UEs. However, for 4RN/sector scenario, the 5% UE throughput is improved with the increased of backhaul subframes. This is because for few backhaul subframes the relay-UEs are the main contributors of 5% UE due to insufficient backhaul resource. When increasing the number of backhaul subframes, more and more Relay-UE leave the 5% UE range. The performance of Macro-UEs and relay UEs is balanced with the configuration of 4:9. 
Based on the result, it could be concluded: To maximize the cell-edge throughput, a trade-off between the backhaul links and direct/access link resource allocation has to be achieved. For Case1, 1:9 configurations are the best (but non optimum) choice for one RN, and 2:8 configuration is the best choice for 4 RN/sector. With the best configuration, 1 RN/sector with 1 backhaul subframe provide a loss of some ~-2.0% for 5% UE throughput, the negative effect to cell edge UE is because the resource allocated to the direct link is still insufficient given the reduced Macro-UE throughput; 4 RN/sector with 2 backhaul subframes could provide ~23% gain for 5% UE throughput. The best case for each scenario is highlighted with orange colour. Based on the result, it could be concluded the cell edge UE through put can be improve considerably with the increase of relay node deployed per sector in case 1.
As for the aggregated sector throughput and average UE throughput, it can be seen that both the aggregated sector throughput and average UE throughput are improved considerably compared to eNB only scenarios. Besides, with the increase of RN deployment per sector from 1 to 4, both the aggregated and average UE throughput is improved steadily. For 1RN/sector scenario, the best gain of aggregated cell throughout is 26% with 2:8 configuration. While considering both the 5% UE throughput and aggregated cell throughput, we think the 1:9 is the best configuration for 1RN/sector. For 4RN/sector scenario, the best gain of aggregated cell throughout is 52% with 4:6 configurations. Due to the same considerations with 1RN/sector, we think 2:8 is the best configuration for 4RN/sector. 
One exception is the scenario of the 1RN/sector with 4:6 backhaul/access subframe configuration, the gain of average UE is a smaller than aggregated sector throughput. This is because the access link becomes the bottle neck. DL data has been transmitted through backhaul link to RN, but the RN can’t transmit all the received data to relay-UE due to insufficient access link resource. Given the situation, we conclude that 4:6 is not effective to 1RN/sector. Instead only a single subframe should be configured, the 4:6 split is a rather bad configuration. 
Table 1 Throughput results for case1
	Scenarios
	Average macro-cell throughput per sector (Mbps)
	Average relay throughput per sector (Mbps)
	Average aggregate throughput per sector (Mbps)
	5-tile UE throughput (kbps)
	Average M-UE throughput  (kbps)
	Average R-UE throughput  (kbps)
	Average UE throughput  (kbps)

	
	
	
	Value
	Gains
	Value
	Gains
	
	
	Value
	Gain

	eNB only
	12.577
	0
	12.577
	0.00%
	243.7
	0.00%
	503.1
	　
	503.1
	0.00%

	1RN/Sector
	1:9
	11.885
	2.696
	14.571
	16%
	239.6
	-2%
	534.3
	978.7
	583.2
	16%

	
	2:8
	10.633
	5.265
	16.001
	27%
	202.5
	-17%
	478
	1991
	635.9
	26%

	
	3:7
	9.371
	6.052
	16.186
	29%
	178.8
	-27%
	421.3
	2197
	616.9
	23%

	
	4:6
	8.052
	6.177
	16.402
	30%
	153.4
	-37%
	362
	2243
	569.2
	13%

	4RN/Sector
	1:9
	13.209
	0.777
	16.303
	30%
	187.1
	-23%
	790.9
	374.5
	652.7
	30%

	
	2:8
	11.419
	1.554
	17.622
	40%
	298.7
	23%
	683.7
	749
	705.4
	40%

	
	3:7
	9.883
	2.04
	18.034
	43%
	282.1
	16%
	591.7
	983.5
	721.7
	43%

	
	4:6
	8.418
	2.679
	19.25
	53%
	242
	-1%
	504
	1291
	765.3
	52%


(2) Case3 Through performance

Table 2 shows the detailed throughput results and corresponding gains for case3. The columns and rows are similar to those of case1. All the throughput gains in the table are compared to the results of the eNB only case.
As shown in Table2, similar with case1, for both 1RN/sector and 4RN/sector scenarios, with the increase of the backhaul subframe number, the throughput for relay-cell and relay-UE is always increased steadily. While at the same time, the throughput of macro-cell and macro-UE is decreased continually.

As for 5% UE throughput, both for 1 RN/sector and 4 RN/sector scenarios, the similar rule on the change of 5% UE throughput can be seen with the change of backhaul/access subframe configuration. Similar with case1, there is a trade-off between the Macro-UE and Relay-UE performance with the change of backhaul/access subframe configuration. For Case3, 1:9 configurations are also the best choice for RN=1, and 4:6 configuration is also the best choice for 4 RN/sector. The best configuration for 4RN/sector is different between case 1 and case 3. For case 3 more subframes are needed for backhaul because more UEs are connected to relay nodes.  With the best configuration, 1 RN/sector with 1 backhaul subframe could provide ~9.0% gain for 5% UE throughput; 4 RN/sector with 4 backhaul subframe could provide ~74% gain for 5% UE throughput. The best case for each scenario is highlighted with orange colour. Similar to case 1, it could be concluded the cell edge UE throughput can be improved with the increase of the number of relay nodes. While different to case1, the cell edge UE throughput is improved more obviously in case 3. This is because the average UE Geometry is increased considerably and steadily with the increasing number of relay nodes, which is different to case 1.
Besides, it can be seen both the aggregated sector throughput and average UE throughput are improved considerably compared eNB only scenarios. For 1RN/sector scenario, the best gain of aggregated cell throughout is 35% with 3:7 configurations, and for 4RN/sector scenario, the best gain of aggregated cell throughout is 81% with 4:6 configuration. Considering both the gain of %5 UE throughput and the gain of aggregated cell throughput, we could say the 1:9 is the best configuration for 1RN/sector scenario, and 4:6 is the best configuration for 4RN/sector scenario. 
With the increase of RN deployment per sector from 1 to 4, both the aggregated and average UE throughput is improved steadily and considerably. The same rule can be found from 5% UE throughput result.
Table 2 Throughput results for case3 with suburban channel model
	Scenarios
	Average macro-cell throughput per sector (Mbps)
	Average relay throughput per sector (Mbps)
	Average aggregate throughput per sector (Mbps)
	5-tile UE throughput (kbps)
	Average M-UE throughput  (kbps)
	Average R-UE throughput  (kbps)
	Average UE throughput  (kbps)

	
	
	
	Value
	Gains
	Value
	Gains
	
	
	Value
	Gain

	eNB only
	10.932
	　
	10.932
	0.00%
	166.6
	0.00%
	437.3
	0
	437.3
	0.00%

	1RN/Sector
	1:9
	10.439
	2.68
	13.104
	20%
	180.8
	9%
	495.9
	678.8
	524.7
	20%

	
	2:8
	9.257
	5.31
	14.581
	33%
	170.2
	2%
	439.7
	1345
	582.7
	33%

	
	3:7
	8.1
	6.707
	14.903
	36%
	147.1
	-12%
	384.8
	1699
	592.3
	35%

	
	4:6
	7.02
	7.917
	15.44
	41%
	126.2
	-24%
	333.5
	2006
	597.5
	37%

	4RN/Sector
	1:9
	13.561
	0.792
	16.699
	53%
	122.9
	-26%
	974.7
	285.6
	669.1
	53%

	
	2:8
	11.768
	1.577
	18.061
	65%
	235
	41%
	845.9
	569
	723.1
	65%

	
	3:7
	10.254
	2.071
	18.546
	70%
	285.1
	71%
	737.1
	747.1
	741.5
	70%

	
	4:6
	8.757
	2.747
	19.788
	81%
	289.4
	74%
	629.4
	990.9
	789.8
	81%


(3) Case3 with higher RN TX power (37dBm) through performance
In this section, relays with higher transmit power (37 dBm) are studied. Table 3 shows the detailed throughput results and gains. These gains are based on the corresponding results for the baseline relay transmits power (30 dBm). With the RN transmit power increased to 37dBm, the Relay-UE fraction is also increased from 17.25% to 19.09% for 1 RN/sector scenario, and from 46.25% to 49.19% for 4 RN/sector scenarios. The gain is more pronounced for 1 RN/sector, because a single relay can hardly cover the cell edge area, so an increase of coverage of the relay is more significant than for 4 RN/sector, these 4 RNs already achieve a reasonable coverage of the entire cell edge.
From aggregate sector throughput point of view, there is almost no improvement even though the transmit power of RN is increased. While, from 5% UE throughput point of view, there is a certain gain with the in increased RN transmit power. The reason behind this phenomenon is that the increased RN power can increase the signal strength for cell edge UEs.   
Table 3 Throughput results for case3 with higher relay transmit power

	Scenarios
	Average macro-cell through​put per sector (Mbps)
	Average relay through​put per sector (Mbps)
	Average aggregate throughput per sector (Mbps)
	5-tile UE throughput (kbps)
	Average M-UE throughput  (kbps)
	Average R-UE throughput  (kbps)
	Average UE throughput  (kbps)

	
	
	
	Value
	Gains
	Value
	Gains
	
	
	Value
	Gains

	1RN/

Sector
	1:9 

(RN Tx 30dB)
	10.439
	2.68
	13.104
	
	180.8
	
	495.9
	678.8
	524.7
	

	
	1:9 

(RN Tx 37dB)
	10.517
	2.684
	13.182
	0.6%
	189.2
	4.6%
	517.7
	572.9
	528
	0.7%

	4RN/

Sector
	4:6
(RN Tx 30dB)
	8.757
	2.747
	19.788
	
	289.4
	
	629.4
	990.9
	789.8
	

	
	4:6

(RN Tx 30dB)
	8.735
	2.788
	19.869
	0.4%
	293.7
	1.5%
	690.6
	902.9
	795.4
	0.7%


5
Conclusions
In this contribution, the downlink performance for type-1 inband relay case is investigated with the defined channel models. With the fixed and planned relay deployment, and with two antenna sets and site planning gain for backhaul link, throughput results for 1 and 4 relays per sector, and for 1, 2,3, 4 backhaul subframes are shown for both case 1 and case 3 with suburban channel model. And in the last part of the paper, case 3 with higher relay transmit power is also examined. From the results, we can derive the following conclusions:
· For backhaul link, the site planning can improve backhaul geometry, and site planning is more effective for the backhaul link with the lower quality. Nonetheless ~10% RN have rather bad backhaul geometry which is less than 10dB, this will impact RN’s UE throughput due to limited backhaul capacity.
· By introducing relays, both the aggregated sector throughput and average UE throughput can be improved considerably compared to eNB only scenarios. With the increase of RN deployment per sector from 1 to 4, both the aggregated and average UE throughput is improved steadily and considerably.
· For case 1, with the best subframe configuration (1:9 for 1RN/sector, 2:8 for 4RN/sector), 1 relay node per sector with 1 backhaul subframe can provide ~16% gain for average sector/UE throughput; 4 relay nodes per sector with 4 backhaul subframes can provide ~40% gain for average sector/UE throughput.

· For case 3 with the best subframe configuration (1:9 for 1RN/sector, 4:6 for 4RN/sector), 1 relay node per sector with 1 backhaul subframe can provide ~20% gain for average sector/UE throughput ; 4 relay nodes per sector with 4 backhaul subframes can provide ~81% gain for average sector/UE throughput.
· In the simulation, considerable cell edge gain is shown in 4 RN/sector scenarios, especially in case3, but no cell edge gain is seen in 1RN/sector case1 scenario. As the cell edge user throughput gain is sensitive for resource scheduling method, interference etc. In the simulation, UEs select RN and DeNB according to signal quality of direct/ access links, and do not consider the RN’s backhaul quality. At the same time, a fixed and simple access/backhaul split is used and no direct UEs are scheduled in a backhaul subframe. Improved cell edge results are expected when optimum resource partitioning schemes are enabled and excessive backhaul resources can also be used for direct UEs, as is possible in LTE.    
· For case1 with subframe configuration (1:9 for 1RN/sector, 2:8 for 4 RN/sector), 1 relay node per sector with 1 backhaul subframe can provide no gain for 5% UE throughput; 4 relay nodes per sector with 4 backhaul subframes can provide ~23% gain for 5% UE throughput.

· For case 3 with the subframe configuration (1:9 for 1RN/sector, 4:6 for 4RN/sector), 1 relay node per sector with 1 backhaul subframe can provide ~9% gain for 5% UE throughput; 4 relay nodes per sector with 4 backhaul subframes can ~74% gain for 5% UE throughput.
· By increasing the transmit power for the relay nodes from 30dBm to 37dBm, the 5% UE throughput in case 3 is increased by 5% for 1RN/sector scenario and 2% for 4RN/sector scenario.  
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Appendix: Simulation Assumptions
	Parameter
	Assumption/Value

	Cellular layout
	Hexagonal grid, 19 macro eNB sites, 3 sectors per site, wrapped‑around

	Relay layout
	1 or 4 relays per sector; relay layout is regular; 

	Inter-site distance (ISD)
	Case1
	500 m 

	
	Case3
	1732 m

	Minimal distance between UE and relay
	>= 35 meters

	Distance-dependent path loss for eNB(UE1
	PLLOS(R)=103.4+24.2log10(R), R in kilometers

PLNLOS(R)= 131.1+42.8log10(R), R in kilometers

Prob(R)=min(0.018/R,1)*(1-exp(-R/0.063))+exp(-R/0.063) , R in kilometers (DS Case 1)

Prob(R)=exp(-(R-0.01)/0.2) , R in kilometers (DS Case 3)

	Distance-dependent path loss for eNB(relay
	PLLOS(R)=100.7+23.5log10(R), R in kilometers

PLNLOS(R)= 125.2+36.3log10(R)-B, R in kilometers

Prob(R)=min(0.018/R,1)*(1-exp(-R/0.072))+exp(-R/0.072), R in kilometers (DS Case 1)

Prob(R)=exp(-(R-0.01)/0.23) , R in kilometers (DS Case 3)

Bonus for donor macro (from each of its sectors) to relay for optimized deployment, B=5dB; otherwise, for non-donor cell and non-optimized deployment, B=0dB

LOS probability is 1-(1-Prob(R))^N  where N=3 for donor macro (from each of its sectors) to relay, otherwise, for non-donor cell and non optimized deployment N=1.
If link from donor Macro to optimized relay site is LOS, the links from other macros to optimized relay site could be LOS or NLOS, else all interference links from other macros are NLOS.

	Distance-dependent path loss for RN(UE2
	PLLOS(R)=103.8+20.9log10(R), R in kilometers

PLNLOS(R)=145.4+37.5log10(R), R in kilometers

Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03)), R in kilometers (DS case 1)

Prob(R)=0.5-min(0.5,3exp(-0.3/R))+min(0.5, 3exp(-R/0.095)), R in kilometers (DS case 3)

	Lognormal Shadowing
	As modeled in UMTS 30.03, B 1.4.1.4

	Shadowing std: macro to UE
	NLOS link
	8 dB

	
	LOS link
	0 dB

	Shadowing std: macro to relay
	NLOS link
	6 dB

	
	LOS link
	0 dB

	Shadowing std: 
relay to UE
	NLOS link
	10 dB

	
	LOS link
	0 dB

	Correlation distance of Shadowing
	50 m

	Shadowing correlation
	Between sites
	0.5

	
	Between cells per site
	1.0

	Penetration loss from macro to UE
	20 dB

	Penetration loss from macro to relay
	0 dB

	Penetration loss from relay to UE
	20 dB

	Carrier frequency
	2 GHz

	Bandwidth
	10 MHz

	Subcarrier spacing
	15 kHz

	Resource block size
	180 kHz (12 subcarriers)

	Subframe duration
	1.0 ms

	Number of OFDM symbols per subframe
	14 (11 used for data, 3 for RS and sounding overhead)

	Channel model
	Typical Urban (TU) used for all links

	UE deployment
	25 UEs per sector, uniform randomly distributed over the sector

	Minimum distance between UE and BS
	35 m

	Frequency reuse factor
	1

	Hybrid ARQ scheme
	Synchronized, CC, 11 levels MCS for all links

	Hybrid ARQ round trip delay
	8 subframes (8 ms) for access link; 10 subframes for backhaul link

	Thermal noise density
	-174 dBm/Hz

	Antenna pattern for macro eNBs to UEs (horizontal)
	
[image: image8.wmf](

)

ú

ú

û

ù

ê

ê

ë

é

÷

÷

ø

ö

ç

ç

è

æ

-

=

m

dB

A

A

,

12

min

2

3

q

q

q



[image: image9.wmf]dB
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 = 70 degrees, Am = 25 dB (70 degree horizontal beamwidth)

	Antenna pattern for relays to UEs (horizontal)
	Omni-directional
	0 dB for all directions

	
	Directional
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[image: image11.wmf]dB
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 = 70 degrees, Am = 20 dB (70 degree horizontal beamwidth)

	Total macro BS TX power
	40 watts, 46 dBm

	Total relay TX power
	1 watt, 30 dBm

	BS antenna gain (incl. cable loss)
	14 dBi

	Relay antenna gain (incl. cable loss)
	Rx/Tx with eNB
	7 dBi

	
	RxTx with UE
	5 dBi

	UE antenna gain
	0 dBi

	BS and relay receiver from UEs
	2 antennas

	Relay transmitter
	1 antennas

	UE transmitter
	1 antennas

	UE speed
	3 km/h

	Relay noise figure
	5 dB

	UE noise figure
	9 dB

	Traffic type
	Full buffer

	Scheduler
	Proportional Fair scheduler

	Control channel model
	Ideal

	Link to system level interface
	EESM

	UE Channel Estimation
	Non-ideal

	Simulation drops
	3
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