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1. Introduction
In a companion contribution [1], the simulated downlink (DL) system performance with relays was presented using the latest agreed models for the in-band backhaul link. It is assumed that the “MBSFN method” is used to support backhaul traffic, whereby sub-frames configured as MBSFN sub-frames in the relay-cells are used for DL backhaul. In this contribution, the effect of biasing cell selection on the performance of the system with relays is studied.

2. In-Band Backhaul Modeling

Four models for the in-band backhaul link are considered. The first path loss model is that of non-optimized relay site planning with a single, omni-directional antenna set at the relay node (RN). We refer to this model as Backhaul A. The effect of optimized relay-site planning is modeled via a “bonus” of 5 dB to the path loss from each sector of the macro-site to relay-site. This model is referred to herein as Backhaul B. The next two models assume the presence of two antenna sets at the RN, an omni-directional antenna set for the relay-access links and a directional antenna set for the backhaul link, i.e., for receiving DL data from the eNB. The backhaul model with a directional antenna and non-optimized relay-site planning is called Backhaul C. Finally the model that combines a directional antenna with optimized relay-site planning with a path loss bonus is referred to as Backhaul D.
During normal, “access sub-frames”, no backhaul transmission takes place anywhere in the network. In this study, it is assumed that “backhaul sub-frames”, i.e., the sub-frames configured as MBSFN sub-frames in the relay cells, are used exclusively for backhaul traffic except when a macro-cell does not have any RNs, in which case the “backhaul sub-frames” are used to schedule traffic to UEs within that macro-cell to avoid wastage of resources.  More details on backhaul support can be found in [1].

3. Simulation Setup
A two-ring, 19-macro-cell, 3-sectored site hexagonal grid system layout is simulated with dual-port UE receiver operation and assuming TU channels using cell wrap-around for two systems, each operating in a 10-MHz bandwidth, corresponding to Deployment Scenario (DS) Case 1 and DS Case 3. 1425 UEs are randomly dropped with uniform spatial probability density over the entire 57-cell network. The relay deployment consists of dropping 228 relays randomly over the entire network with a uniform spatial distribution. Each RN is a single cell with its own scheduler, control channels, and an omnidirectional antenna for transmission and an omnidirectional antenna or a directional antenna (with a 3-dB beamwidth of 70 degrees), depending on the backhaul model, with no vertical pattern. More details of the simulation assumptions can be found in the appendix and in [1].

The four in-band (IB) backhaul models described in Section 2 are considered. The number of backhaul sub-frames per frame (SFpF) is 1, 2, 4, or 6. To simulate in-band backhaul, the scheduler of each RN is constrained to allocate resources to its UEs only when the amount of data that it has transferred to the UEs does not exceed the amount of data the RN has received from the donor eNB [1].
In [2], various techniques for performance improvement are considered. One of the techniques consists of boosting the relay reference signal (RS) power to bias cell-selection along with reducing the eNB transmit power. This technique is also studied in combination with control channel modeling in [3]. The power configuration (PC) is represented in the following as [X1,X2] where X1 and X2 (in dB) represent the relay RS power boost and eNB power boost (a power reduction is therefore represented as a negative quantity in the following).
4. Simulation Results
Table 1 and Table 2 show the detailed throughput performance for System 1 and System 2, respectively. In each table, the first row of results corresponds to the baseline scenario with no relays. The second row shows the results obtained with out-of-band (OOB) backhaul, where the backhaul link is assumed to be ideal with unlimited capacity. Each subsequent set of four rows—the four rows correspond to the four backhaul models—provides results for a different scenario, as labeled in the first column. For each result metric, values are tabulated for the reference PC [0,0] (also provided in [1]) along with PCs [3,-3], [3,-6], and [6,-3].
Table 1. Throughput Results for DS Case 1
	Scenario
	Backhaul model with relays
	Average macro-cell throughput per sector (Mbps)
	Average relay throughput per sector (Mbps)
	Average aggregate throughput per sector (Mbps)
	5th percentile UE throughput (kbps)

	
	
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]

	No relays
	N/A
	29.037
	N/A
	29.037
	207.55

	OOB Backhaul
	Ideal
	27.180
	26.315
	24.810
	27.015
	63.956
	71.031
	78.781
	68.339
	91.136
	97.346
	103.591
	95.354
	314.22
	429.94
	507.80
	479.55

	Relays with 1  IB backhaul SFpF
	Backhaul A
	27.907
	27.929
	27.653
	27.916
	2.558
	2.911
	3.040
	3.038
	30.465
	30.840
	30.693
	30.955
	23.90
	12.34
	12.29
	12.40

	
	Backhaul B
	27.871
	27.894
	27.608
	27.893
	2.868
	3.183
	3.297
	3.293
	30.739
	31.077
	30.904
	31.186
	37.16
	16.63
	12.37
	12.48

	
	Backhaul C
	27.865
	27.902
	27.618
	27.884
	3.034
	3.326
	3.428
	3.425
	30.899
	31.227
	31.046
	31.309
	46.78
	21.67
	16.14
	14.50

	
	Backhaul D
	27.861
	27.893
	27.626
	27.890
	3.163
	3.438
	3.536
	3.532
	31.024
	31.331
	31.162
	31.422
	52.04
	25.64
	18.42
	16.75

	Relays with 2  IB backhaul SFpF
	Backhaul A
	24.211
	23.856
	23.433
	24.012
	5.446
	6.179
	6.494
	6.358
	29.657
	30.035
	29.927
	30.370
	36.99
	15.25
	11.98
	12.18

	
	Backhaul B
	24.124
	23.776
	23.389
	23.937
	6.045
	6.687
	6.958
	6.826
	30.169
	30.463
	30.347
	30.763
	58.70
	26.49
	19.41
	17.59

	
	Backhaul C
	24.133
	23.794
	23.388
	23.933
	6.349
	6.940
	7.181
	7.064
	30.482
	30.734
	30.569
	30.996
	77.44
	37.15
	27.76
	24.58

	
	Backhaul D
	24.103
	23.789
	23.369
	23.921
	6.602
	7.156
	7.381
	7.272
	30.705
	30.944
	30.751
	31.193
	85.44
	42.06
	31.93
	28.82

	Relays with 4  IB backhaul SFpF
	Backhaul A
	18.339
	17.845
	17.367
	18.015
	10.728
	11.764
	12.520
	11.781
	29.066
	29.609
	29.887
	29.796
	68.23
	30.02
	21.96
	20.00

	
	Backhaul B
	18.226
	17.721
	17.264
	17.923
	11.921
	12.835
	13.521
	12.824
	30.147
	30.557
	30.785
	30.747
	102.59
	49.31
	36.23
	32.95

	
	Backhaul C
	18.243
	17.739
	17.283
	17.908
	12.511
	13.378
	13.990
	13.375
	30.754
	31.117
	31.273
	31.283
	121.70
	66.57
	49.83
	46.12

	
	Backhaul D
	18.223
	17.719
	17.257
	17.884
	12.991
	13.818
	14.395
	13.812
	31.214
	31.537
	31.651
	31.695
	133.08
	75.89
	58.48
	52.67

	Relays with 8  IB backhaul SFpF
	Backhaul A
	12.346
	11.686
	11.223
	11.801
	14.614
	15.660
	16.802
	15.435
	26.960
	27.347
	28.025
	27.236
	82.54
	44.90
	32.42
	30.16

	
	Backhaul B
	12.279
	11.593
	11.128
	11.696
	16.300
	17.269
	18.287
	16.986
	28.579
	28.862
	29.416
	28.682
	104.11
	69.02
	55.18
	51.09

	
	Backhaul C
	12.253
	11.601
	11.122
	11.688
	17.235
	18.059
	19.003
	17.821
	29.487
	29.660
	30.125
	29.509
	115.83
	89.31
	72.71
	68.60

	
	Backhaul D
	12.250
	11.579
	11.108
	11.669
	17.946
	18.707
	19.633
	18.449
	30.196
	30.286
	30.741
	30.117
	118.44
	99.63
	83.53
	78.39


From Table 1, it is observed that biasing cell selection by coverage boosting improves sector throughput performance in all cases for System 1. In the case of OOB backhaul, both sector throughput and 5th percentile throughput are best with PC [3,-6]. In the case of IB backhaul, the performance trend with increasing number of backhaul SFpF is similar to the reference PC [0,0]. Thus, the best sector throughput is achieved with four backhaul SFpF after which performance is degraded. In the best case, the relative performance gain over the reference PC ranges from ~1.5% for Backhaul D to ~2.5% for Backhaul A. Although PC [6,-3] exhibits the best performance in this case (~1.5% gain over the reference PC), PC [3,-6] is less sensitive to over-provisioning for backhaul and yields the best performance with six backhaul SFpF. Relative to the reference PC [0,0], all PCs result in a significant degradation of 5th percentile throughput performance, the degradation progressively increasing for the listed order of PCs. The reason is the degraded signal-to-interference-plus-noise ratio (SINR) experienced by cell-edge UEs.  However, unlike in the reference PC, the 5th percentile throughput progressively improves with increasing number of backhaul SFpF as a result of relay-cell-edge UEs benefiting from the increasing backhaul capacity. Therefore, it is likely to further increases with more than six backhaul SFpF.
The results of Table 2 indicate that PC [3,-6] yields the best sector throughput whereas PC [6,-3] yields the best 5th percentile throughput with OOB backhaul in System 2. In the case of IB backhaul, PC [3,-6] yields the best sector throughput performance, which is observed with four backhaul SFpF for Backhaul A and six backhaul SFpF for the other Backhaul models. However, the performance gain over the reference PC [0,0] is small (<1%) for the various backhaul models. With fewer backhaul SFpF, PC [6,-3] yields the best performance among all PCs and PC [3,-6] yields a loss. The 5th percentile throughput with the various PCs is again degraded relative to the reference PC and PC [3,-3] is best among them. However, the 5th percentile throughput temporarily increases with the number of backhaul SFpF before dropping, similar to what is observed with the reference PC. Thus, the 5th percentile throughput is determined mainly by relay-cell-edge UEs with a small number of backhaul SFpF and is improved with increasing backhaul capacity.  With a large number of backhaul SFpF, the 5th percentile throughput is determined mainly by the macro-cell-edge UEs, which suffer from a loss of capacity.

Table 2. Throughput Results for DS Case 3
	Scenario
	Backhaul model with relays
	Average macro-cell throughput per sector (Mbps)
	Average relay throughput per sector (Mbps)
	Average aggregate throughput per sector (Mbps)
	5th percentile UE throughput (kbps)

	
	
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]
	PC

[0,0]
	PC

[3,-3]
	PC

[3,-6]
	PC

[6,-3]

	No relays
	N/A
	21.736
	N/A
	21.736
	84.57

	OOB Backhaul
	Ideal
	22.819
	22.304
	21.082
	23.178
	69.591
	74.489
	79.385
	71.380
	92.410
	96.789
	100.467
	94.558
	195.37
	202.06
	161.53
	203.73

	Relays with 1  IB backhaul SFpF
	Backhaul A
	22.171
	22.000
	21.281
	22.565
	2.791
	3.046
	3.098
	3.093
	24.963
	25.046
	24.379
	25.657
	32.92
	14.19
	9.76
	10.27

	
	Backhaul B
	22.146
	21.988
	21.287
	22.569
	3.292
	3.498
	3.530
	3.524
	25.438
	25.486
	24.817
	26.093
	52.04
	23.39
	15.08
	12.88

	
	Backhaul C
	22.143
	21.996
	21.307
	22.595
	3.751
	3.915
	3.927
	3.924
	25.894
	25.912
	25.233
	26.519
	65.10
	29.84
	18.39
	16.28

	
	Backhaul D
	22.140
	22.016
	21.334
	22.603
	4.059
	4.207
	4.214
	4.214
	26.199
	26.223
	25.547
	26.817
	74.56
	34.53
	21.43
	18.99

	Relays with 2  IB backhaul SFpF
	Backhaul A
	19.500
	19.190
	18.482
	19.803
	5.951
	6.443
	6.624
	6.485
	25.450
	25.633
	25.107
	26.288
	51.48
	21.27
	13.55
	11.74

	
	Backhaul B
	19.454
	19.169
	18.459
	19.784
	6.933
	7.327
	7.473
	7.346
	26.387
	26.496
	25.932
	27.130
	74.61
	35.54
	23.44
	22.05

	
	Backhaul C
	19.467
	19.200
	18.529
	19.827
	7.797
	8.071
	8.163
	8.067
	27.265
	27.272
	26.692
	27.894
	89.58
	45.01
	28.14
	27.28

	
	Backhaul D
	19.464
	19.239
	18.569
	19.844
	8.370
	8.603
	8.690
	8.599
	27.834
	27.842
	27.259
	28.443
	96.24
	51.65
	33.25
	33.55

	Relays with 4  IB backhaul SFpF
	Backhaul A
	14.798
	14.477
	13.932
	15.023
	11.586
	12.222
	12.625
	12.037
	26.385
	26.699
	26.557
	27.061
	73.06
	37.89
	25.57
	24.77

	
	Backhaul B
	14.751
	14.463
	13.902
	15.016
	13.467
	13.932
	14.305
	13.714
	28.218
	28.395
	28.208
	28.730
	88.84
	57.16
	37.64
	39.08

	
	Backhaul C
	14.745
	14.473
	13.936
	15.011
	15.148
	15.510
	15.811
	15.272
	29.893
	29.983
	29.746
	30.283
	95.85
	65.57
	42.27
	46.43

	
	Backhaul D
	14.746
	14.494
	13.964
	15.039
	16.303
	16.603
	16.903
	16.393
	31.049
	31.097
	30.868
	31.432
	98.10
	73.00
	47.65
	55.33

	Relays with 8  IB backhaul SFpF
	Backhaul A
	9.940
	9.591
	9.191
	9.970
	15.793
	16.361
	16.923
	16.021
	25.732
	25.952
	26.114
	25.991
	62.01
	44.23
	30.44
	32.19

	
	Backhaul B
	9.895
	9.580
	9.186
	9.977
	18.319
	18.733
	19.210
	18.326
	28.213
	28.313
	28.396
	28.304
	68.19
	56.93
	40.86
	47.21

	
	Backhaul C
	9.902
	9.595
	9.199
	9.980
	20.542
	20.873
	21.358
	20.459
	30.443
	30.468
	30.557
	30.439
	67.44
	59.13
	44.78
	51.56

	
	Backhaul D
	9.901
	9.598
	9.215
	9.984
	21.936
	22.334
	22.827
	21.914
	31.837
	31.933
	32.042
	31.898
	68.19
	61.04
	46.90
	55.50


5. Conclusions

In LTE-advanced networks with relays, increasing relay RS signal power and reducing eNB power biases cell selection towards relays. Doing this slightly improves sector throughput due to relays, with the extent of improvement depending on the power configuration (PC) [X1,X2] where X1 and X2 (in dB) represent the relay RS power boost and eNB power boost (i.e., negative values correspond to a power de-boost) .
· The best-case sector throughput gain over the reference PC with biasing of cell selection ranges from ~1.5% to ~2.5% (with PC [6,-3]) for the different backhaul models in DS Case 1 and is <1% (with PC [3,-6]) in DS Case 3.
· The 5th percentile throughput is degraded with cell selection biasing relative to the reference PC.in both DS Case 1 and DS Case 3 because of degraded SINR.

· Due to limitations in backhaul performance, the full benefits of biasing cell selection are not realized.

· The optimum number of backhaul SFpF can be different for obtaining peak sector throughput performance and peak 5th percentile throughput performance.
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Appendix: Simulation Assumptions

	Parameter
	Assumption/Value

	Cellular layout
	Hexagonal grid, 19 macro eNB cell sites, 3 cells per site, wrapped‑around

	Relay layout
	228 relay cells, not wrapped‑around (relays dropped randomly with uniform distribution) – i.e., 4 cells per macro eNB cell 

	Inter-site distance (ISD)
	System 1
	500 m (DS Case 1)

	
	System 2
	1732 m (DS Case 3)

	Distance-dependent path loss for eNB(UE1
	L = 128.1 + 37.6log10(R), R in kilometers

	Distance-dependent path loss for eNB(relay
	L=Prob(R)PLLOS(R)+ [1-Prob(R)]PLNLOS(R) –B, R in kilometers
PLLOS(R)=100.7+23.5log10(R)

PLNLOS(R)= 125.2+36.3log10(R)

Prob(R)=min(0.018/R,1)*(1-exp(-R/0.063))+exp(-R/0.063) , R in kilometers (DS Case 1)
Prob(R)=exp(-(R-0.01)/1.0) , R in kilometers (DS Case 3)
Bonus for donor macro (from each of its sectors) to relay for optimized deployment, B=5dB; otherwise, for non-donor cell and non-optimized deployment, B=0dB

	Distance-dependent path loss for RN(UE2
	L=Prob(R) PLLOS(R)+[1-Prob(R)]PLNLOS(R)
PLLOS(R)=103.8+20.9log10(R), R in kilometers
PLNLOS(R)=145.4+37.5log10(R), R in kilometers
Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03)) , R in kilometers (DS case 1)

Prob(R)=0.5-min(0.5,3exp(-0.3/R))+min(0.5, 3exp(-R/0.095)) , R in kilometers (DS case 3)

	Lognormal Shadowing 
	As modeled in UMTS 30.03, B 1.4.1.4

	Shadowing standard deviation: macro to UE
	8 dB

	Shadowing standard deviation: macro to relay
	6 dB

	Shadowing standard deviation: relay to UE
	10 dB

	Correlation distance of Shadowing
	50 m

	Shadowing correlation
	Between sites
	0.5

	
	Between cells per site
	1.0

	Penetration loss from macro to UE
	20 dB

	Penetration loss from macro to relay
	0 dB

	Penetration loss from relay to UE
	20 dB

	Carrier frequency
	2 GHz

	Bandwidth
	10 MHz

	Subcarrier spacing
	15 kHz

	Resource block size
	180 kHz (12 subcarriers)

	Subframe duration
	1.0 ms

	Number of OFDM symbols per subframe
	14 (11 used for data, 2 for control (n=2), 1 for RS overhead)

	Channel model
	Typical Urban (TU) used for PDSCH 

	UE deployment
	1425 UEs over 57 cells (uniform random spatial distribution over the network) – i.e., 25 per donor cell

	Minimum distance between UE and BS
	35 m

	Minimum distance between relays
	System 1
	350 m

	
	System 2
	70 m

	Frequency reuse factor
	1

	Hybrid ARQ scheme
	IR , Chase combining (asynchronous) (2/3<MCS<4.8), 16 levels

	Hybrid ARQ round trip delay
	8 subframes (8 ms)

	Thermal noise density
	-174 dBm/Hz

	Antenna pattern for macro eNBs to UEs (horizontal)
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 = 70 degrees, Am = 25 dB (70 degree horizontal beamwidth)

	Antenna pattern for relays to UEs (horizontal)
	Omni-directional
	0 dB for all directions

	
	Directional
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3

q

 = 70 degrees, Am = 20 dB (70 degree horizontal beamwidth)

	Antenna pattern for macro eNBs to UEs (vertical)
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 = 10 degrees, SLAv = 20 dB

	Antenna pattern for relays to UEs (vertical)
	0 dB for all directions

	Antenna down-tilt for macro eNB
	System 1
	15 degrees

	
	System 2
	7 degrees

	Total macro BS TX power
	40 watts, 46 dBm 

	Total relay TX power
	1 watt, 30 dBm

	BS antenna gain (incl. cable loss)
	14 dBi 

	Relay antenna gain (incl. cable loss)
	Rx/Tx with eNB
	5 dBi

	
	RxTx with UE2
	7 dBi

	UE antenna gain
	0 dBi

	BS and relay transmitter to UEs
	2 antennas

	Relay receiver
	2 antennas

	UE receiver
	2 antennas

	UE speed
	3 km/h

	Relay noise figure
	5 dB

	UE noise figure
	9 dB

	CQI feedback delay
	2 ms

	CQI subband size
	180 kHz (12 subcarriers)

	CQI feedback cycle
	2 ms

	Traffic type
	Full buffer

	Scheduler
	Time and frequency selective Proportional Fair scheduler

	Control channel model
	Ideal

	Link to system level interface
	MMIB (PDSCH)

	UE Channel Estimation
	Non-ideal

	Simulation drops
	3
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