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1 Introduction

LTE is designed to be deployed in frequency reuse-1. This allows operators to deploy the network without extensive frequency planning. However reuse-1 can suffer from high inter-cell interference adversely affecting cell coverage area and cell edge user data rate. In LTE Release 8 supports inter-cell interference coordination with limited interaction between neighboring sites via X2: Overload Indicator (OI) and High Interference Indicator (HII) exchanged allows uplink inter-cell interference coordination for uplink and Relative Narrowband Transmit Power (RNTP) for downlink interference coordination. These schemes create favourable interference condition in a portion of the spectrum, allowing increased coverage and cell edge user data rate. 
Coordinated Multi-Point (CoMP) schemes extends this capability by allowing nodes in multiple sites to participate in transmission/reception of user data. In 3G, limited CoMP scheme was supported mainly in the form of macro diversity. Further enhancement in coverage or edge user data rate is possible, depending on backhaul capability. 
In this contribution, we analyze the impact of introducing CoMP on X2 interface and survey developments in backhaul technologies that may be feasible in future eUTRAN deployments.
2 Impact on X2 Interface

X2 defines the logical interface between two eNBs. Although logically X2 defines a point-to-point link, physical realization can be different. The X2 link can be implemented in fiber, copper, or microwave. The network performance depends on the (network) backhaul technology and the network topology. Figure 1 illustrates the X2 interface in the overall eUTRAN architecture. In LTE Release 8, inter-eNB communication was limited in the eUTRAN overall design. The main functions supported in Release 8 are data forwarding for handover, C-plane support for RRM functions, and tunnelling of NAS messages.
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Figure 1: Illustration of X2 interface within eUTRAN overall architecture
2.1 U-Plane Interface

U-Plane protocol implements E-RAB service, responsible for transferring user data between two eNBs. In Release 8, U-plane protocol defines user data forwarding during handover. Extension in U-plane protocol is needed to support CoMP:
· DL joint transmission: User data has to be shared among cells in CoMP transmission points in the CoMP cooperating set.

· UL joint processing: Various options are possible for UL JP, depending on UL receiver structure. These options can be decoded data, soft bits, IQ samples (frequency or time domain), with different feedback overhead and performance implications. To what extent this can be standardized needs to be discussed. 
· Dynamic cell selection: User data has to be shared among CoMP transmission points. For UL macro-diversity combining, successful user data could be passed to the serving cell.
2.2 C-Plane Interface

In LTE Release 8, C-plane interface is limited to handover coordination, inter-cell interference coordination, self-organizing network (SON), radio resource management (RRM) aspects, and transparent transfer of NAS messages. Extension in C-plane protocol is needed to support CoMP schemes. 
For UL CoMP JP, CoMP feedback signal may be decoded from multiple cells in the CoMP cooperating sets. Therefore, information transfer between backhaul is limited.

When feedback signal is decoded only by the serving cell in the UL, CoMP feedback signal needs to be shared among multiple cells.
· Coordinated scheduling / beamforming: PMI and required signalling to support scheduling coordination (e.g. best/worst companion PMIs) need to be shared.

· DL joint transmission: CSI needs to be shared among cells in the CoMP cooperating set

· UL joint processing: CRC result may need to be passed to the serving cell. Depending on UL JP schemes, ACK/NAK for each transmission may be needed.
· Dynamic cell selection: When UE determines the serving cell from DL measurement dynamically, selected serving cell information needs to be transmitted to the new serving cell.
3 Evolution of Backhaul Technologies
Primary backhaul technology in cellular networks is T1/E1 in currently deployed networks. Figure 2 illustrates backhaul capacity penetration in 2006 in world market. Primary backhaul technology is T1/E1 occupying 54% globally. Microwave backhaul is the second most popular technology with world wide penetration of 31%. In Western Europe, microwave backhaul is the dominant backhaul technology, occupying 80% of deployments [5]. 
Each T1/E1 supports 1.5-2 Mbps, resulting in N ( 1.5-2 Mbps for bundled links. Point-to-point microwave technology supports 40-160Mbps. Small fraction of the backhaul technology relies on Ethernet, which can provide data rates of 10 Mbps to 10 Gbps. 

It is anticipated that T1/E1 will be replaced by faster backhauls technologies. The main drivers for backhaul upgrade are 

· Increased bandwidth requirements to support diverse applications

· Subscriber growth

· Support of multiple RAN technologies

· Reduced cost (CAPEX, OPEX)

· Improved network availability

T1/E1 will continue to support applications requiring lower bandwidth such as voice services or real-time applications, while Ethernet based solutions (copper or fiber) will gain market share. Microwave backhaul will continue to remain a dominant backhaul technology in some parts of the world. It is anticipated that Ethernet (copper or fiber) and microwave technologies will account for 74 % of backhaul deployments by 2012 as shown in Figure 3 [5].
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Figure 2: Backhaul capacity penetration by network type – World Market, 2006 (ABI Research, 2007)
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Figure 3: Projected backhaul capacity penetration by network type – World Market, 2012 (ABI Research, 2007)

3.1 Optical Technology
Ethernet technologies currently deployed in LAN is more widely used in Metro Area Networks (MAN) and Wide Area Networks (WAN). Optical Ethernet technology supports 1 Gbps to 10 Gbps in full duplex mode. Collision is avoided by switching technology. QoS function is supported in Metro Ethernet technology to support different QoS classes defined in LTE.
3.2 Electrical Technology

VDSL2 reuses conventional copper lines and can provide up to 100 Mbps. VDSL2 lines can be bundled to support data rates of N (100 Mbps. This technology can be a cost-effective solution but the supported distance is limited.
3.3 Wireless Technology

Current microwave technology offers data rates of 40 Mbps to 160 Mbps. New microwave solution which uses E-Band (71-76 GHz, 81-86 GHz) can support up to 1 Gbps. This technology requires line-of-sight (requiring tower) and the throughput depends on the weather condition.

3.4 Backhaul Latency
The overall application delay is the end-to-end delay for applications. This delay includes the following:
· eNB internal delay is the delay due to eNB processing and is dependent on eNB hardware and software architecture and processing

· Node delay consists of switching and routing delay of the network nodes

· Line delay is proportional to the length of the connection between the network nodes

Table 1 illustrates comparison of data rates and latency in backhaul technology options in future eUTRAN deployments. Excluding internal delay, the node delay can range from a few micro-seconds to a few milli-seconds in evolved backhaul, depending on technology. Overall delay also depends on the number of switches/routers in the backhaul connection and the network architecture (e.g. tree structure or direct inter-site connection using fiber.) 
In special cases such as private network or remote radio heads (RRH), the nodes may be connected directly by fiber. In such schemes, line delay may be small or negligible, depending on eNB implementation. Latency in such schemes could be on the order of tens of micro-seconds, allowing advanced joint processing schemes.
Including eNB/UE processing delays and line delay for macro-cells, it is expected that in macro networks, the overall latency can be on the order of a few milli-seconds compared with 20msec in conventional UTRAN/eUTRAN deployments.
Table 1: Backhaul technology options in future eUTRAN deployments
	Backhaul Type
	Technology
	Data rate
	Latency

	Fiber
	Gigabit Ethernet
	1 Gbps – 10 Gbps 
	Node delay: a few (sec to a msec
Link delay ~ light velocity over fiber*

	Copper
	Bundled T1/E1
	N ( 1.5-2 Mbps
	Node delay: 20 msec [8]

 REF _Ref228611134 \r \h 
[10]
Link delay

	
	Bundled VDSL2
	N (100 Mbps
	Node delay: a few (sec
Link delay (Limited distance)

	Microwave
	E-band
(71-76 GHz, 81-86 GHz)
	Up to 1 Gbps 
	Node delay: a few (sec
Link delay : light velocity over air (LoS)


* Note: The propagation velocity through fiber depends on the refractive index of the fiber material and mode of propagation. Typically, the propagation velocity through fiber is typically 2/3 that of free space propagation velocity. For fiber length of 10 km, the one-way link delay is approximately 75 (sec. For free space, the one-way propagation delay for 10 km distance is 50 (sec. 

4 Conclusion
In this contribution, we analyzed the impact of introducing CoMP schemes on X2 interface. We evaluated backhaul technologies which may be available in the time frame of LTE-A deployment. In summary, evolved backhaul deployment may be characterized by
· mixture of backhaul technologies

· increased bandwidth to support diverse mobile applications
· improved overall latency on the order of a few msec in macro cells compared with 20msec in conventional UTRAN/eUTRAN deployments
It is anticipated that evolved backhaul technologies can support X2 interface enhancements which are required to realize CoMP schemes. CoMP schemes depending on backhaul bandwidth and latency requirements need to be supported in LTE-A, for optimal performance depending on backhaul availability.
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