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I. Introduction
At the last RAN1 meeting, it was decided to use cyclic shifts of a single length 31 m-sequence for the S-SCH short code sequences [1]. However, there are two remaining issues to be resolved regarding the S-SCH structure: scrambling method and information mapping method. In this contribution, we discuss candidate methods and compare their performances in neighboring cell search using a synchronized two-cell model.
II. Short code mapping methods

There are two types of mapping method proposed for cell group ID and frame timing information.
2.1. Remapping (Pseudo random mapping)
Let’s define 
[image: image1.wmf]()()

()()

03

12

,,,

gg

gg

hh

hh

cccc

as four short binary S-SCH code sequences defined in a radio frame as shown in Fig. 1, where 
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is a cyclic shift index of the length-31 m-sequence and g is the cell group ID. If we define 
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as 31-ary mapping sequence which is used for the mapping of cell group g to the cyclic short codes, there are 170 sequences in the system. In order to maximize the second step detection probability, it is desirable to select 170 sequences which maximize the minimum Hamming distance. In [2], one set of mapping sequences was presented. The minimum hamming distance of the proposed set is 3 for the original set of mapping sequences. But it is better to impose more restriction on the mapping sequences because UE has to find 10 msec frame boundary. That is, the set of 170 sequences has to have minimum distance of 3 for both original sequences, 
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and at least its second order cyclic shifted sequences, 
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. Appendix A shows one example of 31-ary mapping sequences which satisfy this property.
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Fig. 1. Four short S-SCH code sequences.
2.2. Swapping

With this method, the frame boundary is detected using swapping of two short sequences in the second S-SCH symbol position [3,4]. If we employ swapping method, then 
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in Fig. 1. In this case, the minimum hamming distance is 2 [2].
III. Candidate scrambling methods
There are three types of scrambling methods. We briefly describe the three scrambling methods in this section.
3.1. Scrambling method 1 (method based on the PSC index)
Scrambling method 1 is based on the PSC sequence index [5], that is, the index of the scrambling sequence of S-SCH is one to one mapped to PSC index. Thus, there are 3 scrambling sequences in the system. Fig. 3 shows scrambling method 1. 
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is the binary scrambling sequence which is corresponding to the PSC index p. In the figure, we assume the length of the scrambling sequence is two times of the short code (i. e., 62). Two length 31 short scrambling sequences can also be used for the scrambling of S-SCH instead of single length 62 sequence but the performance is almost same. 
With this scheme, only one descrambling is required at the receiver since hypothesis testing for three uncertainties is already done in the first step and the remaining operation is the same as when we do not employ the S-SCH scrambling. Thus the complexity increase is negligible.

On the other hand, in the figure, 
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is the short binary sequence as mentioned in the previous section.
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Fig. 3. Scrambling method 1 (method based on the PSC index)

3.2. Scrambling method 2 (method based on the upper part short sequence index)
In scrambling method 2, only lower part of the concatenated short sequences (i. g., 
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) are scrambled. The scrambling sequence index is decided by upper part short sequence index [6] as shown in Fig. 4 thus, the total number of required scrambling sequences is the same as the number of upper part short code sequences used in the system. In the receiver side, in order to provide maximal likely hood detection, N descramblings and N m-transforms are required (where N is the number of upper part short code sequences), so the complexity of UE receiver becomes higher than the above scrambling method 1. If the receiver do not use ML receiver in order to reduce the complexity, that is, if it detect the upper part and lower part separately, then the performance may be very poor.
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Fig. 4. Scrambling method 2 (method based on the first short sequences)

3.3. Scrambling method 3 (combined method of method 1 and method 2)

Another possible scrambling method is the combination of method 1 and method 2 as shown in Fig. 5. There are two kind of scrambling sequences; the first one is corresponding to the PSC index and used for the scrambling of whole S-SCH sequences and the second one is corresponding to upper short code index and used for the scrambling of lower part short code sequence. This method was mentioned by TI on the e-mail reflector. In the figure 
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 and 
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 are the first and second scrambling sequence, respectively. One possible modification of this scheme (without any performance degradation) is to use only 
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for the lower part scrambling. 
With this method, more randomization is possible between neighboring cells than the scrambling method 2 but the receiver complexity is similar with the scrambling method 2. 
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Fig. 5. Scrambling method 3 (combined method of method 1 and method 2)

IV. Simulation conditions and results
Fig. 6 shows the synchronized two-cell model, where two parameters, 
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are defined in the simulation. We assume that 
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 is -3dB and evaluate the second step detection error rate for different values of 
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. In order to support stable handover the UE needs to find the target neighbor cell even if the target cell has similar or less power than the home cell. Since the UE knows the home cell’s SSC in neighbor cell search environment, it omits the home cell component in the second step hypotheses. We consider two cases, case 1: the PSCs in the home cell and target cell are different and case 2: the PSCs in the home cell and target cell are identical. Even if case 2 is less probable than case 1, case 2 cannot be ignored because only 3 PSCs are used in the system. We focus only on the second step and assume correct first step since the issue in this document is only related to the second step. We assume coherent second step and use Gold sequences for binary scrambling sequences. Other types of sequences can be used for the binary scrambling sequences, for example, shifted m sequence or Golay sequence. But we guess that the scrambling sequence type itself does not influence on the overall performance evaluation. Remaining simulation parameters are listed in the appendix B.
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Fig.  6. Two cell model for non-initial cell search
Fig. 7 and 8 shows the second step DER performance when the vehicle speeds are 3 km/kr and 120 km/hr, respectively. It is seen that the scheme “swapping and scrambling method 1” has the worst performance at both simulation environments and the gap with the best one ranges from 2 dB to 4 dB. The other schemes have similar performances at same PSC environment but “remapping and scrambling method1” and “swapping and scrambling method3” has slightly better performance than “swapping and scrambling method2” at different PSC environment.
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Fig. 7. Second step DERs of neighbor cell search when the vehicle speed is 3 km/hr.
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Fig. 8. Second step DERs of neighbor cell search when the vehicle speed is 120 km/hr.
V. Conclusions

In this contribution, we have investigated the mapping schemes and the scrambling schemes for S-SCH. Based on the simulation and complexity study, we recommend “remapping and scrambling method1” as S-SCH scrambling and mapping scheme since it has the best performance and the lowest receiver complexity. The other scheme such as “swapping and scrambling method3” is also good in terms of the performance. It was seen that “swapping and scrambling method1” has very poor neighboring cell search performance especially in synchronized network.

In addition, we think that it is desirable that the S-SCH includes more information such as TTI boundary and/or Tx antenna configuration of PBCH in order to reduce the cost of blind detection of PBCH (12 decodings have to be performed in the worst case if there is no information in S-SCH). As shown in [7], the second step performance degradation due to the additional information is very small (less than 0.3 dB).
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Appendix A. 31-ary mapping sequences (170 sequences)

	12, 8, 9, 2 
	9, 27, 24, 19 
	4, 17, 29, 30 
	27, 15, 23, 14 
	22, 15, 9, 25 

	24, 6, 2, 29 
	28, 31, 17, 24 
	7, 22, 23, 8 
	31, 29, 8, 26 
	16, 8, 24, 18 

	1, 26, 11, 27 
	6, 26, 10, 25 
	1, 25, 29, 6 
	1, 18, 8, 2 
	19, 2, 23, 23 

	20, 8, 23, 12 
	15, 17, 30, 8 
	6, 8, 21, 28 
	22, 13, 29, 5 
	24, 16, 27, 12 

	14, 14, 31, 24 
	25, 5, 11, 15 
	29, 19, 16, 28 
	29, 9, 15, 27 
	13, 12, 30, 3 

	3, 25, 23, 27 
	25, 21, 17, 22 
	16, 4, 30, 1 
	10, 3, 19, 24 
	13, 24, 21, 26 

	16, 7, 10, 11 
	18, 22, 14, 20 
	19, 21, 21, 5 
	2, 28, 12, 12 
	25, 31, 16, 5 

	31, 12, 17, 6 
	11, 30, 30, 7 
	15, 13, 23, 10 
	21, 8, 11, 20 
	5, 27, 8, 28 

	29, 4, 13, 16 
	2, 17, 10, 14 
	11, 12, 19, 17 
	28, 26, 23, 4 
	6, 25, 1, 22 

	4, 15, 14, 24 
	11, 31, 28, 3 
	21, 20, 17, 15 
	30, 5, 28, 25 
	30, 27, 10, 7 

	13, 18, 4, 24 
	19, 5, 3, 18 
	10, 26, 21, 11 
	22, 22, 17, 14 
	15, 7, 4, 3 

	20, 22, 12, 26 
	30, 22, 1, 6 
	19, 19, 1, 9 
	30, 9, 5, 21 
	29, 16, 18, 14 

	10, 29, 26, 14 
	27, 31, 18, 18 
	29, 7, 21, 4 
	11, 18, 9, 9 
	24, 29, 20, 9 

	10, 6, 20, 15 
	24, 11, 29, 3 
	9, 16, 1, 21 
	17, 16, 13, 3 
	22, 29, 12, 3 

	14, 19, 12, 29 
	9, 6, 23, 16 
	10, 21, 12, 18 
	7, 1, 14, 12 
	27, 21, 13, 8 

	19, 3, 5, 6 
	18, 25, 28, 7 
	27, 22, 20, 28 
	15, 16, 17, 2 
	22, 4, 10, 28 

	3, 9, 28, 15 
	31, 14, 26, 2 
	3, 2, 9, 31 
	17, 5, 26, 29 
	28, 1, 2, 22 

	7, 7, 29, 22 
	31, 31, 19, 30 
	28, 2, 6, 15 
	10, 1, 15, 31 
	17, 25, 19, 10 

	13, 21, 19, 14 
	12, 22, 31, 5 
	6, 27, 4, 12 
	8, 29, 11, 25 
	19, 27, 16, 11 

	13, 9, 20, 25 
	8, 4, 23, 17 
	24, 3, 1, 20 
	11, 6, 29, 27 
	13, 19, 15, 12 

	13, 11, 28, 13 
	27, 19, 4, 4 
	26, 27, 30, 16 
	26, 17, 1, 23 
	31, 20, 20, 1 

	23, 5, 31, 9 
	8, 1, 29, 15 
	23, 1, 24, 27 
	30, 23, 29, 1 
	13, 28, 16, 10 

	25, 12, 14, 21 
	8, 10, 9, 7 
	20, 27, 2, 10 
	12, 10, 24, 24 
	22, 19, 18, 24 

	2, 25, 9, 4 
	25, 26, 28, 14 
	31, 6, 9, 18 
	17, 27, 5, 8 
	5, 14, 4, 11 

	16, 25, 17, 21 
	8, 16, 16, 22 
	22, 5, 23, 11 
	31, 8, 6, 13 
	7, 14, 28, 19 

	15, 29, 28, 23 
	26, 18, 2, 11 
	13, 17, 7, 9 
	11, 7, 15, 20 
	30, 24, 9, 8 

	20, 12, 9, 30 
	20, 30, 28, 24 
	4, 6, 21, 2 
	21, 3, 26, 4 
	10, 12, 31, 13 

	20, 5, 4, 16 
	18, 3, 3, 8 
	18, 15, 15, 22 
	26, 26, 3, 7 
	2, 26, 1, 13 

	7, 16, 31, 23 
	13, 30, 25, 20 
	18, 5, 7, 6 
	30, 13, 25, 2 
	10, 4, 9, 22 

	7, 12, 15, 26 
	7, 3, 16, 21 
	8, 13, 6, 24 
	19, 25, 7, 20 
	28, 18, 21, 1 

	19, 22, 26, 30 
	25, 15, 19, 26 
	10, 8, 5, 10 
	26, 19, 28, 30 
	9, 3, 6, 22 

	13, 1, 1, 17 
	5, 9, 1, 7 
	13, 4, 14, 18 
	15, 6, 3, 30 
	24, 5, 17, 23 

	30, 11, 21, 31 
	14, 3, 27, 27 
	14, 17, 3, 20 
	1, 12, 25, 4 
	24, 2, 21, 22 

	27, 7, 31, 21 
	20, 4, 18, 23 
	20, 2, 14, 5 
	28, 11, 24, 23
	25, 27, 18, 29 


Appendix B. Simulation parameters
Table 1. Sequences for SCH

	S-SCH short sequences
	Cyclic shifts of a length 31 m sequence [1]

	S-SCH scrambling sequences
	Gold sequences (length 63 or length 31). *Note: Two generator polynomials used for Gold sequence generation are different from the one for m sequence generation for the short code

	Occupied subcarriers
	63 including DC

	P-SCH sequences for channel estimation
	Length-63 ZC [1]


Table 2. Simulation assumptions

	Transmission BW
	1.25 MHz

	Carrier frequency
	2 GHz

	Frequency offset
	0 Hz

	Sampling rate
	0.96 M samples/sec

	FFT size
	64

	Number of hypotheses in the 2nd step
	170 in neighbor cell search (synchronized network)

	Channel Model
	TU (6 paths)

	Antenna configuration
	1 Tx and 2 Rx 

	Antenna diversity
	No antenna diversity at Tx and EGC at Rx

	Channel estimation for coherent second step
	DFT based channel estimation using P-SCH

	S-SCH symbol averaging length
	2 symbols
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