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Summary and proposals for CSI compression  
Training collaboration 
Summary: 
In RAN1 114bis, the majority contents of the tables capturing pros/cons analysis for type 1, type 2 and type 3 training collaboration are agreed. The remaining are proposed below, including notes that were missing from previous agreements.  Some considerations: 
· Note 1 is simplified just mapping sequential type 2 is NW first. 
· For extendibility, previous note x2 is removed. As commented by some companies, we try not to combine different training types in this analysis. In addition, previous note is not clear how it is applied as there is an assumption the CSI construction model/CSI reconstruction model in use is available in UE side or UW side respectively. 
Once we agree all the content, draft TP will be proposed with ordered notes.  
Proposed observation 2-1    
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  


		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
No consensus

	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support  

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support 
	Support





In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:


		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Yes
UE: No
	gNB: Partial
UE: No
	gNB: No
UE: Yes
	gNB: No
UE: Partial

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes

	Yes
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	Yes
	Yes



Note 1: Type 2 Sequential training assumes NW-first training.

Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  


Please share your comments: 

	Company
	View

	Google
	OK

	NTT DOCOMO
	OK

	LG Electronics
	OK with Type 2 and 3.
For first row of Type 1, in our understanding, “Partial” may mean there is some restriction/limitation compared to unknown model structure. If yes, it is better to reflect it, e.g., Yes with restriction/limitation. 

For 2nd and 3rd row, is it common understanding that UE (or NW) side knows NW (or UE) side model in use? If yes, we are fine with those two rows.


	Futurewei
	Ok for training collaboration types 2 and type 3.
For Type 1: NW-side training with unknown model structure at UE, if NW trains a truly device-agnostic CSI reconstruction part, then it is feasible to allow UE-side to update its model independently.  
Similar reason for Type 1: UE-side training with unknown model structure at NW, if UE-side trains a truly NW-agnostic CSI generation part, then it is feasible to allow NW-side to update its model independently.

In addition, please clarify what “Partial” means.


	Huawei, HiSilicon
	Type 1, NW side:
· For “Feasibility of allowing UE side and NW side to develop/update models separately”, not clear why the gNB and UE are captured separately. In our understanding, this item means whether offline interoperation is needed or not – it is mutual to UE an NW. 
· For “unknown model structure at UE”, it is assumed that UE has advanced capability to be compatible to any model structure, so NW can freely develop the model. In that way, UE side does not develop the model at all, so “UE: No” should be “UE: not applicable”.
· In addition, for “known model structure at UE”, NW side and UE side have to align the model structure, i.e., the two sides have to jointly develop the model structure; in that way, both sides are involved to the offline interoperation. So “gNB: No, UE: Partial” should be “Infeasible”.

Type 1, UE side:
· For “Feasibility of allowing UE side and NW side to develop/update models separately”, similar to Type 1, NW side:
· For “unknown model structure at NW”, “gNB: No” should be “gNB: not applicable”
· For “known model structure at NW”, “gNB: Partial, UE: No” should be “Infeasible”.

Type 3, UE first:
· For “Extendibility: to train new UE-side model compatible with NW-side model in use”: UE side has a UE-side CSI reconstruction part which is the virtual replication of the NW-side model in use (i.e., the NW-side model mimics the virtual UE-side CSI generation part). Therefore, UE side can perform joint training of the new UE-side model and the virtual UE-side CSI reconstruction part to ensure the new UE-side model is compatible with NW-side model in use. Suggest changes as “Support if UE-side CSI reconstruction part corresponding to the NW-side model in use is available”.
Type 3, NW first:
· For “Extendibility: To train new NW-side model compatible with UE-side model in use”, similar to the UE first case, Network side can perform joint training of the new NW-side model and the virtual NW-side CSI generation part. Suggest changes as “Support if NW-side CSI generation part corresponding to the UE-side model in use is available”

	ZTE
	In Type 2/3 training table,
For “Feasibility of allowing UE side and NW side to develop/update models separately”, it should be “infeasible” for Type 2 sequential training. UE-side model still needs co-engineering efforts with NW side. For example, network needs to continuously calculate FP results and deliver gradients to UE side for UE-side model training and update process, which is not really an isolated model developing procedure like type 3. 

For “Extendibility: to train new NW-side/UE side model compatible with UE-side/NW-side model in use;”, we think it should be “Support” .
· For NW-first Type 3 training, NW trains a CSI reconstruction model and a nominal CSI generation model in the first step and NW delivers the dataset of the nominal CSI generation model input and output to UE for UE-side model training. Due to the fact that the actual CSI generation model is trained based on the dataset generated from the trained nominal CSI generation model at network, the CSI generation model at UE side can match the CSI reconstruction model according to the evaluation results captured in TR. Then, NW can train a new NW-side model based on the current training dataset to compatible with the nominal CSI generation model at network. Moreover, the new model is likely to match the on-going UE-side model. 
· For UE-first Type 3 training, similar view as the above.

In Type 1 training table,
For “Feasibility of allowing UE side and NW side to develop/update models separately”, 
· For Type 1 NW side, unknown model structure at UE: When joint training is performed at NW side, NW side can easily develop/update models based on the collected data. However, there is no sufficient evaluation results captured in TR to verify that UE can develop/update the proprietary CSI generation model individually via some methods. Therefore, network can develop/update models while UE can not do this. To align with the wording in Type 2/3 training table, we suggest rewording it as “NW side: Feasible UE side: Infeasible”
· For Type 1 NW side, unknown model structure at UE: Although NW side can easily develop/update models based on the collected data, NW model design and performance are restricted by the known UE model structure. Therefore, we suggest a clear wording as “NW side: Feasible with restriction UE side: Infeasible”
· For UE-first Type 1 training, similar comments as the above.

For “Extendibility: to train new NW-side/UE side model compatible with UE-side/NW-side model in use;”, we suggest changing the wording “Yes” to “Support” to align with the wording in Type 2/3 training table.

	Ericsson
	For type 2 sequential NW-first training
regarding “Feasibility of allowing UE side and NW side to develop/update models separately”, we think the feasibility is the same as for Type 3, where Type 2 sequential NW-first training assumes that the gradient exchange is supported, and type 3 sequential training assumes that the dataset delivery is supported.


	Panasonic
	We are fine with Type 2 and Type 3.
On Type 1, we share LG’s comments. For first row of Type 1, if “Partial” mean there is some restriction/limitation compared to unknown model structure, it is better to reflect it, e.g., Yes with restriction/limitation. For 2nd and 3rd rows, if it common understanding that UE (or NW) side knows NW (or UE) side model in use, we are fine with current observation.

	Qualcomm
	Type 2 sequential, Feasibility of allowing UE side and NW side to develop/update models separately: For UE-side, it should be “feasible with support for gradient exchange”. For NW side, it is clearly feasible as NW trains first. 

For Type 1 to achieve extendibility, sequential training is needed to ensure compatibility with the model already in use. This may not achieve the same performance as simultaneous joint training. We propose to capture this in a note: “Performance for the new model will be the performance of sequential training.”

We propose to keep note x2 since it serves as a clarification to the reader. If not, we should at least capture that mixing different training types was not considered here but can give better properties.

	NEC
	OK

	Lenovo
	As we have explained in the tdoc, we have made previous agreements for UE-first training, as follows:

Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
-	Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
-	Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
-	Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
-	Other Type 3 UE-first training approaches are not precluded
Therefore, there could be other methods for UE-first training, for example:
- Step1: UE side trains UE side CSI reconstruction part (which is not used for inference)
-	Step2: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly

Using this procedure, it is possible that we train a new UE that is compatible with the previous UE/NW sides models. A similar procedure can be used for extendibility of a new NW-side in NW-side first. Given that, we suggest the following change in the table:

		       Training type

Characteristics
	Type 3

	
	NW first
	 UE first 

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	Support
	FFS
Support using procedures other than the example UE-first procedure 

	Extendibility: To train new NW-side model compatible with UE-side model in use
	FFS
Support using procedures other than the example NW-first procedure
	Support





	Xiaomi
	We support the training type 2 and type 3 table.
On item “Feasibility of allowing UE side and NW side to develop/update models separately” for training type 1, we suggest that ‘Yes’ should be feasible, ‘No’ should be unfeasible, ‘Partial’ should be semi-feasible to achieve common understanding.
On the second and third row of training type 1 table, we are fine if the opposite side model in use can be available at the model training side. 

	CATT
	Ok with type 2/3 table, for type 1 table regarding the row  “Feasibility … separately”, the notion of separate update/development is against the nature of type 1 joint training, therefore we think that we should either put “no” or “not applicable” here. 
For  “Extendibility: to train new UE-side model compatible with NW-side model in use”,  regarding the two columns for type 1 UE side, we prefer “yes if NW-side model in use can be available at new UE side, no otherwise”.
For  “Extendibility: to train new NW-side model compatible with UE-side model in use”,  regarding the two columns for type 1 NW side, we prefer “yes if UE-side model in use can be available at new NW side, no otherwise”.




 Editorial TP for TR 38.843     
In TR 38.843-110, some observations/agreements are captured not in the right section. This TP is for clear up the TR by moving some text from section 5.1 use case to section 7.2.2 potential spec change.  

Proposal 2-2: 
One agreement on CSI prediction and one observation on CSI compression are captured in 5.1 use case section. The following TP move them from section 5.1 to section 7.2.2.  Also adding bullet separating CSI compression and CSI prediction section. 

-------------------------------------------- Start of Text Proposal --------------------------------------------------------       

[bookmark: _Toc135002567][bookmark: _Toc149657143]5.1	CSI feedback enhancement
*** Unchanged text is omitted ***

In CSI compression using two-sided model use case, feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB is studied.  
*** Unchanged text is omitted ***


In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
-	Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
-	Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
-	Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
-	Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
-	Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
-	Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
-	Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
-	Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
-	Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  
For CSI compression use case:
-	For model training, training data can be generated by UE/gNB 
-	For NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
-	For UE-part of two-sided model inference, input data is internally available at UE.
-	For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB
For CSI prediction use cases:
-	For model training, training data can be generated by UE.
-	For UE-side model inference, input data is internally available at UE.
-	For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
-	Type 1: 
-	UE calculate the performance metric(s) 
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculate the performance metric(s) 
-	UE report performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
-	Configuration and procedure for performance monitoring 
-	CSI-RS configuration for performance monitoring
-	Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
-	UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
-	Note: down selection is not precluded.
-	Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 
*** Unchanged text is omitted ***

[bookmark: _Toc149657186][bookmark: _Toc135002585]7.2.2	CSI feedback enhancement 
[bookmark: _Hlk132230804]Items considered for study the necessity, feasibility, potential specification impact: 
In CSI compression using two-sided model use case: 

*** Unchanged text is omitted ***

Potential specification enhancement on: 
-	CSI-RS configurations (not including CSI-RS pattern design enhancements)
-	CSI configuration
-	For network to indicate CSI reporting related information, e.g., gNB indication to the UE of one or more of following: 
-	Information indicating CSI payload size
-	Information indicating quantization method/granularity
-	Rank restriction
-	Other payload related aspects
-	CSI reporting configurations
-	For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW
-	CSI report UCI mapping/priority/omission
-	CSI processing procedures
In CSI compression using two-sided model use case, feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB is studied. At least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
-	Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
-	Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
-	Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
-	Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
-	Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
-	Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
-	Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
-	Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
-	Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  

In CSI prediction using UE-sided model use case: 
Data collection:
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including:
-	Signalling and procedures for the data collection 
-	Data collection indicated by NW 
-	Requested from UE for data collection 
-	CSI-RS configuration 
-	Assistance information for categorizing the data, if needed
-	The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
-	Type 1: 
-	UE calculate the performance metric(s) 
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculate the performance metric(s) 
-	UE report performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
-	Configuration and procedure for performance monitoring 
-	CSI-RS configuration for performance monitoring
-	Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
-	UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
-	Note: down selection is not precluded.
-	Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 
-------------------------------------------- End of Text Proposal --------------------------------------------------------       


Please provide your view below:
	Company
	View

	Google
	OK

	NTT DOCOMO
	OK

	LG Electronics
	OK

	Futurewei
	OK

	Fujitsu
	OK

	Samsung
	Ok

	ZTE
	OK

	Ericsson
	OK

	Panasonic
	OK

	NEC
	OK

	Xiaomi
	OK

	Spreadtrum
	OK

	New H3C
	OK

	CATT
	OK

	Ruijie
	OK.





In pros/cons discussion of training collaboration type 2, only NW first is discussed. It was proposed to clarify in   TR 38.843-110 for training type 2 sequential to avoid confusion.  In addition, clean up of FFS in [] was proposed. 

Proposal 2-3: 
-------------------------------------------- Start of Text Proposal --------------------------------------------------------       

5.1	CSI feedback enhancement
*** Unchanged text is omitted ***
Considered AI/ML model training collaborations include: 
-	Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
-	Type 2: Joint training of the two-sided model at network side and UE side, respectively.
-	Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
-	Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes(e.g., through gradient exchange between nodes).
-	Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
-	Note: training collaboration Type 2 over the air interface for model training (not including model update) is concluded to be deprioritized in Rel-18 SI. 
For Type 2 (Joint training of the two-sided model at network side and UE side, respectively), note that joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately. Further, note that sequential training includes starting with UE side training, or starting with NW side training.
-------------------------------------------- End of Text Proposal --------------------------------------------------------       

Please provide your view below:
	Company
	View

	Google
	OK

	NTT DOCOMO
	Small modification should be made as follows
“includes starting with UE side training, or starting with NW side training.”

	LG Electronics
	OK 

	Futurewei
	OK with updates from NTT DOCOMO.

	Fujitsu
	OK

	Samsung
	Ok

	ZTE
	OK

	Ericsson
	OK

	Panasonic
	OK. DOCOMO’s update is also fine.

	Qualcomm
	In the last sentence of the TP, if the intent is to remove “UE side training” for Type 2 sequential, then please clarify this as follows:
“Further, note that Type 2 sequential training includes starting with UE side training, or starting with NW side training.”

	NEC
	OK with NTT DOCOMO’s modification.

	Xiaomi
	OK

	Spreadtrum
	OK

	New H3C
	OK

	CATT
	OK with DCM’s version

	Ruijie
	OK with modification from NTT DOCOMO.





 Remaining potential spec impact  
Summary: 
Different options for pairing options are agreed in RAN1 114. Some options work better with certain training collaboration types, as commented by some contributions. Discussion is deferred after training collaboration type prioritization is agreed. The pairing information 

On two-sided model pairing procedure, there are high level discussion in general aspect and in RAN2 to handle the additional condition.  In RAN2 123bis meeting, RAN2 also discussed method to handle additional condition and following agreement is captured: 




Agreements (RAN2 123bis)
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 
4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  

















Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 












 

In addition, adaptation layer is used in evaluation in multiple cases such as CSI payload size adaptation. The indication for adaptation layer can be through separate paring information, or additional info such as payload size.     


Proposal 2-3: 
In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
· Paring information is aligned through model identification procedure. 
· UE report the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional NW and UE interaction to align the paring information: 
1. Proactive approach: UE proactively report the paring information to NW.    
2. Reactive approach: NW indicates the paring information supported in the cell to UE for UE confirmation.  
· Note: Pairing information can be considered as model ID for model ID based LCM. 


Please provide your view below:
	Company
	View

	Google
	For proactive approach, we think we do not need to say for NW confirmation. UE just reports the information to the NW, and the NW’s update of configured pairing information can be a kind of NW confirmation. The “NW confirmation” could be a bit misleading. It is a confirmation of reception of the UE report or confirmation of the pairing information is correct or not? 

For reactive approach, similarly we do not think we need to say UE confirmation. In addition, we feel this information should be provided for a CSI report configuration instead of for a cell. Probably this can determined in the WI phase. Therefore, we suggest the following change.
· Additional NW and UE interaction to align the paring information: 
1. Proactive approach: UE proactively reports inform/update the paring information for NW confirmation.    
2. Reactive approach: NW indicates the paring information based on the UE report supported in the cell for UE confirmation.  
Mod: Reactive approach is NW indicate before UE report. The proposed edit changes the meaning of reactive. So the second part is not updated. 


	NTT DOCOMO
	UE confirmation in reactive approach is unclear and misleading. We suggest the following update for the clarification.
1. Reactive approach: NW indicates the paring information supported in the cell to UE, and then UE reports the paring information supported by UE among the one(s) indicated by NW for UE confirmation.  

	LG Electronics
	OK with Docomo’s clarification. 
Small edits on the first and second bullets are
· Paring information can beis aligned through model identification procedure. 
· UE reports the supported AI/ML based CSI feedback features/FGs in capability report.  

	Futurewei
	As this model pairing topic is being discussed under the general aspects of AI/ML framework (even though no agreement yet), and this is related to “model identification and model-ID based signaling in a Functionality” which is also being discussed in the general aspects of AI/ML framework, we think it would be better to discuss model pairing under one agenda item only to avoid duplicated effort and/or any potential inconsistency. 

Options (6) for pairing information have been identified in RAN1#114. Additional details besides the discussions and/or agreements on top of the general aspects may be further discussed in Rel-19.

	Huawei, HiSilicon
	For the note part, it is not sure for Type 3 training with dataset delivery, whether the dataset ID can be regarded as model ID. E.g., UE may train multiple encoders subject to one dataset ID delivered by NW.

Note: Pairing information can be considered as model ID for model ID based LCM

	Fujitsu
	Generally fine.

Regarding the modification from NTT DOCOMO, after the UE reports the paring information supported by UE among the one(s) indicated by NW, should the NW side further indicate which one(s) to be finally used? If not, then seems the original wording is accurate. 

	Samsung
	It may be better to discuss this after some clarification is reached in the framework agenda item on the model identification types and procedures. Moreover, we sympathize with comments from LGE and Huawei.  
· Paring information can beis aligned through model identification and/or training data collection procedures. 


	ZTE
	To our understanding, model pairing between the network part model and the UE part model can be achieved during model identification procedure, and model identification procedure should be discussed in Framework agenda. For example, for training collaboration Type 1 (Option 1, 2, 3), model pairing can be achieved by model identification B2(model transfer), that is, model ID is assigned in together with the transferred model. For training collaboration Type 3 (Option 4)/ Type 2 (Option 5), model pairing also can be achieved during model identification process. Taking Type 3 for example, model identification starts with dataset delivery (where dataset ID is delivered together), after which the model is trained in an offline manner. Furthermore, model identification ends with UE reporting the dataset ID to NW side in UE capability, then the pairing to the NW part model can be achieved. Therefore, we think there is no need to discuss model pairing in CSI agenda. However, the current proposal seems to introduce separate procedure for model pairing specifically, we think this needs further discussion. 

Besides, for the main text of this proposal (if necessary), we think it is not appropriate that only UE can select a CSI generation model, however, NW can also determine/configure a CSI generation model to use. So, for the main bullet, we suggest a generic wording as below：
In CSI compression using two-sided model use case, in order to enable the UE to select determine a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:


	Ericsson
	Remove proactive and reactive, just say approach 1 and 2. Remove in the cell, it is up to RAN2 to decide whether this is per cell or per area etc. Remove “supported”, the gNB may support a model but choose not to indicate it. 
1. Proactive approach: UE proactively reports the paring information to NW.    
2. Reactive approach: NW indicates the paring information supported in the cell to UE for UE confirmation.    
Update the note as the following:
Note: Pairing information can be considered as a special case of logical model ID for model ID based LCM. 

	Panasonic
	We are OK with the proposal with DOCOMO’s modification.

	Qualcomm
	If "Aligning pairing information” happens through model identification, then the third item should say “Additional NW and UE interaction to align the pairing capability”

Typo: “paring” should be changed to “pairing”.


	NEC
	We have the following modification:
· UE reports the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional NW and UE interaction to align the paring information: 
1. Proactive approach: UE proactively reports the paring information to NW.    
2. Reactive approach: NW indicates the paring information supported in the cell to UE for UE confirmation.  
· Note: Pairing information can be considered as model ID for model ID based LCM. 

	Lenovo
	If the generation and reconstruction models are designed based on certain conditions of the UE and NW sides, then during the inference time UE and NW can activate the correct UE/NW side models after exchanging their condition/additional conditions. So, we suggest the following change:

In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects are proposed:
· UE reports the supported AI/ML based CSI feedback features/FGs in a capability report  
· UE and NW exchange conditions as part of the pairing information
· Additional NW and UE interaction to align the paring information: 
· Proactive approach: UE proactively inform/update report the paring information for NW confirmation.    
· Reactive approach: NW indicates the paring information supported in the cell for UE confirmation.  
· UE and NW exchange pairing information
· Note: Pairing information can be considered as model ID for model ID based LCM or set of additional conditions. 


	Xiaomi
	If there is only one UE-part model at UE side and gNB-part model at gNB side, respectively, model identification is enough to align the two-side model. Additional NW and UE interaction is not necessary. Hence, we suggest the third bullet is changed as:
Additional NW and UE interaction to align the paring information if more than one CSI generation part model or more than one CSI reconstruction model are respectively deployed at UE side and gNB side: 

	Sony
	We share the Ericsson’s modification.




High level summary 
Summary of companies’ view on whether normative work is recommended for CSI compression sub-use case.   
	Recommend for normative work
	Fujitsu, vivo, Spreadtrum, oppo, xiaomi, CMCC, NTT Docomo, Nokia, Qualcomm, ETRI, NEC, Sony, T-Mobile

	Not recommend for normative work; Continue study
	FutureWei, Huawei, Ericsson, CATT, LG, NVIDIA, Interdigital, Apple, Lenovo, MediaTek, Samsung, ZTE, Ruijie, New H3C, Intel



If any view is summarized incorrectly or missing, please provide your input/correction below. 

	Company
	View

	Google
	We feel the two sides model transfer/update related aspects are still pre-mature for normative work. It is possible consider the normative work without any model transfer/update related aspects. 

	Samsung
	Samsung is added in the above list

	ZTE
	Based on our analysis and summary in R1-2310988, the performance gain of CSI compression is pretty limited, where most of cases only show less than 10% gain. Considering the potential specification complexity and implementation complexity and the limited performance gain, the normative work for CSI compression is not justified at this stage.  

Table 2. The median values of mean-UPT gain over benchmark under FTP traffic
	
	RU
	Overhead A
	Overhead B
	Overhead C

	Max Rank 1 
	RU<=39%
	1.25% 
(6 sources)
	0.6% (6 sources)
	0.65% (4 sources)

	
	RU 40%-69%
	2.4% (5 sources)
	1.5% (4 sources)
	2.5% (7 sources)

	
	RU>=70%
	3.6% (9 sources)
	2.43% (8 sources)
	1.85% (8 sources)

	Max Rank 2 
	RU<=39%
	2% (7 sources)
	2% (7 sources)
	2% (8 sources)

	
	RU 40%-69%
	4.3% (8 sources)
	4.255% (8 sources)
	4.275% (10 sources)

	
	RU>=70%
	11% (11 sources)
	6.8% (11 sources)
	5.5% (10 sources)

	Max Rank 4
	RU<=39%
	6% (3 sources)
	N/A
	N/A

	
	RU 40%-69%
	11% (3 sources)
	N/A
	5.1% (3 sources)

	
	RU>=70%
	14.89% 
(3 sources)
	N/A
	6% (3 sources)



Meanwhile, considering the limited RAN4 study progress on two sided models, we share similar view as Google that two-sided model is still pre-mature for normative work.


	ETRI
	[bookmark: OLE_LINK14][bookmark: OLE_LINK13]ETRI is added in the list.

	[bookmark: _Hlk150809715]NEC
	NEC is added in the list.

	Lenovo
	As discussed in our tdoc, we propose extending the study to Rel-19 with focus on spatial/ freq/ temporal CSI feedback compression using two sided models

	Ruijie
	Ruijie is added in the list.

	Sony
	Sony is added in the list.

	New H3C
	New H3C is added in the list




Proposal 2-4-1(close): 
Capture the following summary in Section 8 of the 3GPP TR 38.843 on AI/ML based CSI compression sub-use case.    

-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
The performance benefit and potential specification impact were studied for AI/ML based CSI compression sub use case. 
· Performance gain over baseline is [modest, to be updated based on observation in 8.14.3], and computation complexity in FLOPs are high, as summarized in clause 6.2.2 of TR 38.843.  
· CQI/RI evaluation is limited, as summarized in clause 6.2.2 of TR 38.843. The study has not concluded on preferred CQI determination method.
· Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, and paring information alignment are identified. 
· The deployment challenges are discussed for each training collaboration types, and each training collaboration type has its own limitations. The study has not concluded on a preferred training type. 
· UE side proxy model was proposed for CQI/RI determination and UE side performance monitoring. The evaluation of UE side proxy model is limited. The study does not reach consensus on whether to support dataset delivery and LCM of the UE side proxy model.  
· Both NW side and UE side performance monitoring were studied. Feasibility, complexity and signaling overhead for NW side and UE side performance monitoring is not concluded. 
 -------------------------------------------- End of Text Proposal --------------------------------------------------------       

Please provide your view: 

	Company
	View

	Google
	We suggest the following revision to include CSI measurement and report for model inference and data collection instead of CSI report format only. Besides, we are not sure whether quantization needs to be specified or not, but it can be part of CSI report in WI. The dataset delivery could also be removed to be aligned with the 4th bullet that there is no consensus to support dataset delivery.

· Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI measurement and report for model inference and data collection format, and paring information alignment are identified. 


	Futurewei
	We suggest the following wording changes.
· Performance gain over baseline is [modest, to be updated based on observation in 8.14.3], and computation complexity in FLOPs are high majorly between 10 – 100 M for CSI generation part and CSI reconstruction part separately, as summarized in clause 6.2.2 of TR 38.843, which are relatively high compared to other use cases. 
· CQI/RI evaluation is limited, as summarized in clause 6.2.2 of TR 38.843. The study has not concluded on preferred CQI determination method(s).
· Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, and paring information alignment are identified. 
· The deployment challenges are discussed for each training collaboration types, and each training collaboration type has its own limitations. The study has not concluded on a preferred training type(s). 
· UE side proxy model was proposed as one of the options/cases for CQI/RI determination and UE side performance monitoring. The evaluation of UE side proxy model is limited. The study does not reach has not reached consensus on whether to support dataset delivery and LCM of the adopting UE side proxy model and the corresponding complexity aspect also has not been evaluated.  
· Both NW side and UE side performance monitoring were studied. Feasibility, complexity and signaling overhead for NW side and UE side performance monitoring is has not been concluded. 

	Huawei, HiSilicon
	1, We may add a bullet to describe what we have evaluated in SI (rather than only saying CQI/RI has not been evaluated), e.g.:
Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. 
In addition, “performance complexity is high” can be removed – BM and PoS also have high complexity models.

2, Lack of CQI/RI evaluation sounds not a big issue. If it is to be reflected, it can be added at the end of the evaluation part. In a later bullet, UE side proxy model also lacks evaluation, so it is also moved in the evaluation bullet.

3, Collect all spec impact related issues to one bullet, so “monitoring approaches” is also added. The “UE side proxy model” and “Both NW side and UE side” are moved to this bullet.

4, For training collaboration types, we can say the pros/cons are analyzed, but still there are some open/non-consensus issues, and the detailed solutions are still not fully studied (e.g., model transfer for Type 1, dataset delivery for Type 3), so the preference is not concluded yet.
· Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. Some aspects are studied but not fully evaluated, including the options of CQI/RI calculation, the options of rank>1 solution, and UE side proxy model. Performance gain over baseline is [modest, to be updated based on observation in 8.14.3], and computation complexity in FLOPs are high, as summarized in clause 6.2.2 of TR 38.843.  
· CQI/RI evaluation is limited, as summarized in clause 6.2.2 of TR 38.843. The study has not concluded on preferred CQI determination method.
· Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, and paring information alignment, and monitoring approaches are identified. In particular, for monitoring, the study does not reach consensus on whether/how the spec impact for supporting the UE side proxy model, and feasibility, complexity and signaling overhead for NW side and UE side performance monitoring is not concluded.
· The pros/cons deployment challenges are discussed for each training collaboration types, and each training collaboration type has its own limitations. Some items of the pros/cons analysis have not achieved consensus, and some detailed solutions to support any particular training collaboration type are not fully investigated to justify its feasibility/benefit; therefore, the study has not concluded on a preferred training type. 
· UE side proxy model was proposed for CQI/RI determination and UE side performance monitoring. The evaluation of UE side proxy model is limited. The study does not reach consensus on whether to support dataset delivery and LCM of the UE side proxy model.  
· Both NW side and UE side performance monitoring were studied. Feasibility, complexity and signaling overhead for NW side and UE side performance monitoring is not concluded.

	Fujitsu
	For the 1st bullet, the complexity part is not needed and should be removed, i.e., and computation complexity in FLOPs are high,

For the 4th bullet, we suggest changing it to “The pros/cons of the three types of trainings are discussed.” Offline training is a common understanding, and the training may be transparent to 3GPP. So “preferred training type” may not need further study in RAN1.

For the 5th bullet, it is not needed since the UE side monitoring using proxy model is covered by the 6th bullet.

For the 6th bullet, we suggest the following modification. “Both NW side and UE side performance monitoring were studied. Down-selection between the NW side and UE side performance monitoring may be needed considering feasibility, overhead, robustness and reliability. Feasibility, complexity and signaling overhead for NW side and UE side performance monitoring is not concluded.”

	ZTE
	For the 4th bullet, it should be “pros and cons are discussed”, not “deployment challenges”. 
· The deployment challenges pros and cons are discussed for each training collaboration types, and each training collaboration type has its own limitations. The study has not concluded on a preferred training type. 

	Ericsson
	We suggest the following revision for the 5-th bullet:
· UE side proxy model was proposed as one of the options for CQI/RI determination and UE side performance monitoring. The evaluation of UE side proxy model is limited. The study does not reach consensus on whether to support dataset delivery and LCM of the UE side proxy model, and the feasibility, necessity, complexity, and additional LCM overhead of the UE side proxy model based solutions have not been concluded.  


	Qualcomm
	Complexity: As was agreed in the previous meeting, “- there may be a disconnection between actual complexity and the complexity evaluated as captured in Section 6 using these KPIs due to the platform-dependency and implementation (hardware and software) optimization solutions”. Also, there was no observation agreed on the comparison with the complexity for the benchmark. Considering this, we cannot draw a conclusion that the complexity is high. We suggest removing the discussion on complexity.

Regarding the first item, since Agenda 8.14.3 is working on a similar conclusion, the need to repeat the discussion here is unclear. The first item can be removed and replaced with the agreement that will be made in 8.14.3.

Please remove “The study has not concluded on preferred CQI determination method”. Such a sentence does not add any information. Anyway, this is up to UE implementation.

Please change “paring information alignment” to “pairing information establishment, capability exchange, and configuration”.

Please change “limitations” to “benefits in different use cases”. Please remove “The study has not concluded on a preferred training type”. There is no need to conclude on a preferred training type if the training happens offline in a spec-transparent manner, which is the common understanding.

Please remove “The evaluation of UE side proxy model is limited. The study does not reach consensus on whether to support dataset delivery and LCM of the UE side proxy model.” It is not useful and does not reflect the full picture. The study did not reach consensus on several other aspects as well, even for NW-side monitoring.


	NEC
	For the 4th and 6th bullet, we have the following modification:
· The deployment challenges pros and cons are discussed for each training collaboration types, and each training collaboration type has its own limitations. The study has not concluded on a preferred training type. 
· Both NW side and UE side performance monitoring were studied. Feasibility, complexity and signaling overhead for NW side and UE side performance monitoring is have not been concluded. 

	Xiaomi
	The last bullet can be combined into the third bullet, and “Both NW side and UE side performance monitoring were studied.” could be removed.

	New H3C
	OK in general

	CATT
	For the 1st bullet, better to conclude separately the intermediate KPI performance (SGCS) gain and eventual KPI (UPT, overhead reduction) performance gain. At least the feedback reduction performance gain is quite large.
For the 4th bullet, there was previous agreement on deprioritizing type 2 training.(c.f. RAN1#111 conclusion: In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.) 


Proposal 2-4-1(v1 updated based on offline discussion): 
Capture the following summary in Section 8 of the 3GPP TR 38.843 on AI/ML based CSI compression sub-use case.    

-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
The performance benefit and potential specification impact were studied for AI/ML based CSI compression sub use case. 
· Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. Some aspects are studied but not fully evaluated, including the options of CQI/RI calculation, the options of rank>1 solution and the corresponding options to be supported are not concluded accordingly.
· Performance gain over baseline and computation complexity in FLOPs are summarized in clause 6.2.2.8 of TR 38.843. 
· Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, pairing information/procedure and monitoring approach are identified. 
· The pros and cons are analysed for each training collaboration types, and each training collaboration type has its own benefits and limitations in different aspects. The study has not concluded on the feasibility of the studied training collaboration types and necessity of corresponding potential specification impact.
· Both NW side and UE side performance monitoring were studied. Feasibility, complexity and signaling overhead for NW side and UE side performance monitoring have not been concluded. 

 -------------------------------------------- End of Text Proposal --------------------------------------------------------       


Please provide your view: 

	Company
	View

	ZTE
	For the 1st bullet, we also evaluate the scalability issues and suggest adding “scalability” after “generalization”.
· Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization/scalability, training collaboration types, etc. Some aspects are studied but not fully evaluated, including the options of




Proposal 2-4-2(close): 
From RAN1 perspective, it is recommended to continue study CSI compression in R19 focusing on 
· Methods to improve the performance gain over legacy CSI feedback including: cell/site specific model, model using past CSI as input, joint CSI prediction and compression. 
· Impact of CQI/RI determination particularly when maximum rank 4 is configured. 
· Evaluation on UE side proxy model and conclusion on potential specification impact on supporting of UE side proxy model. 
· Conclude preferred training collaboration types for normative work. 
· Conclude the necessity of supporting high resolution ground truth format for NW side data collection and NW side performance monitoring. 
· Conclude on the necessity of supporting dataset delivery over the air interface.    

Please provide your view: 

	Company
	View

	Google
	For this proposal, is it assumed part of CSI compression will be specified in R19 or not?

	NTT DOCOMO
	Companies’ concerns to start normative work CSI compression in Rel-19 is low performance gain over baseline methods and workload due to two-sided models. Hence, it is better to focus on the study about the aspects not related to performance gain enhancement techniques and essential parts. Small optimization and detail mechanism can be discussed in work item. Considering it, we suggest the following update.

From RAN1 perspective, it is recommended to continue study CSI compression in R19 focusing on 
· Methods to improve the performance gain over legacy CSI feedback including: cell/site specific model, model using past CSI as input, joint CSI prediction and compression. 
· Impact of CQI/RI determination particularly when maximum rank 4 is configured. 
· Evaluation on UE side proxy model and conclusion on potential specification impact on supporting of UE side proxy model. 
· Conclude preferred training collaboration types for normative work. 
· Conclude the necessity of supporting high resolution ground truth format for NW side data collection and NW side performance monitoring. 
· Conclude on the necessity of supporting dataset delivery over the air interface.     

	LG Electronics
	Similar question with Google. Is this proposal to study for whole Rel-19 or to have study phase and then normative phase (if needed) in Rel-19? 

	Futurewei
	We have the following comments on the recommendation.
· The aspects in the recommendation should be pertinent to the scope of the sub use cases that are agreed, thus, “model using past CSI as input, joint CSI prediction and compression” should not be included as they are not identified in the original scope of CSI compression sub use case. If CSI compression is further studied in R19, which should be discussed and agreed in December Plenary, companies can propose and discuss what enhancements may be included (in Plenary and details in Rel-19).
· For CQI determination approaches, the following related text is in section 6.2.2.8 of the TR:
· It has been studied but is lack of observations on: the options of CQI/RI calculation, and the options of rank>1 solution
Thus, the recommendation should be based on the above and more abstract.
· For training collaboration types, there are some attributes that companies cannot reach consensus in Rel-18 even though significant amount of time and effort have been spent on the pros and cons tables. These “no consensus” items need to be further discussed in Rel-19. As FL noted, each type has its own limitations, companies need to focus on a few agreed-upon more important aspects (which require discussions), then recommend what training types are to be included in the normative work.
· For intermediate KPI based performance monitoring, the following is indicated in CSI EVM FL’s proposal for this meeting:
Proposal 2.1.2: Capture the following high level observations for CSI compression to section 6.2.2.8 of TR 38.843
· From the perspective of intermediate KPI based monitoring
…..
· Note: the complexity aspect for Case 1, Case 2-1 and Case 2-2 is not evaluated
Thus, the complexity aspects should be first studied to decide whether to support UE side proxy model before discussing spec impact.
· Regarding high resolution ground truth CSI for training, CSI EVM FL has included the following as part of Proposal 2.1.2:
From the perspective of high resolution ground-truth CSI for training
· Note: the complexity aspect is not evaluated
Thus, the complexity aspect should be evaluated first, then companies can discuss the tradeoff between complexity and performance and conclude the necessity of supporting it. This applies to performance monitoring as well.
· Regarding dataset delivery over the air-interface, it belongs to the training collaboration types discussions.

Based on the above, we suggest the following modifications:
· Methods to further improve the performance gain over legacy CSI feedback including: cell/site specific model, model using past CSI as input, joint CSI prediction and compression. 
· Further study and conclude the impact of CQI/RI determination particularly when maximum rank 4 is configured. 
· Further study/evaluate the complexity aspects of  Evaluation on UE side proxy model and conclude whether to support using UE side proxy model and the associated conclusion on potential specification impact if the conclusion is to support it on supporting of UE side proxy model. 
· Further study/discuss remaining open issues in the 3 training types considered and conclude recommended preferred training collaboration types for normative work. 
· Further study/evaluate the complexity aspects of high-resolution ground truth CSI for training and performance monitoring and conclude the necessity of supporting high resolution ground truth format for NW side data collection and/or NW side performance monitoring. 
· Conclude on the necessity of supporting dataset delivery over the air interface.    


	Huawei, HiSilicon
	Basically fine with the direction of the main bullet (continue the study). For sub-bullets, we have some comments on the wording.

1, In the 1st sub-bullet, for cell/site specific model, we acknowledge its potential gain, but from evaluation perspective, it means the current statistical model should be replaced with a cell/site specific model, e.g. raytracing. Studying raytracing channel model and calibrating of results over companies may spend tremendous efforts.
2, For “using past CSI as input”, our understanding is it means Temporal-spatial-frequency domain CSI compression; if so, better make it crystal clear.
	Conclusion
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
· Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression



3, In the 3rd sub-bullet, the spec impact for “UE side proxy model” has not been elaborated, so it is not “to conclude” but an “analysis”.

4, In the 4th sub-bullet, As per our comments to 2-4-1, the training collaborations are not fully investigated; saying “conclude” gives a wrong impression that we finish all analysis and the only thing left is to do the down-selection. Therefore, it is changed to “further analysis”.

5, In the 6th sub-bullet, for dataset delivery over the air, it has already been identified as potential method in 114b (note there is no “necessity” in the 114b agreement). For a further study, the focus should be on the signaling and information, e.g., Data sample format/type, Quantization/de-quantization related information but not the necessity. So, it is not to “conclude the necessity” but to “further analysis”.

==============================================
From RAN1 perspective, it is recommended to continue study CSI compression in R19 focusing on 
· Methods to improve the performance gain over legacy CSI feedback including: cell/site specific model, model using past CSI as input (i.e., temporal-spatial-frequency domain CSI compression), joint CSI prediction and compression. 
· Impact of CQI/RI determination particularly when maximum rank 4 is configured. 
· Evaluation on UE side proxy model and analysis conclusion on potential specification impact on supporting of UE side proxy model. 
· Further analysis on feasibility/necessity/benefits of each training collaboration type Conclude preferred training collaboration types for normative work. 
· Conclude the necessity of supporting high resolution ground truth format for NW side data collection and NW side performance monitoring. 
· Further analysis on Conclude on the necessity of supporting dataset delivery over the air interface.   
==============================================


	Fujitsu
	The motivation of this proposal is not very clear. We think this proposal should be discussed after concluding Proposal 2-4-1.

On the first bullet, one question is how much gain is large enough?

We suggest adding the following two bullets:
· Conclude procedures and specification impact on model pairing for normative work.
· Conclude procedures and specification impact on assessing and monitoring inactive models.



	Samsung
	While appreciating the FL’s efforts, as it is apparent in the above comments, it may be contentious to discuss on the scope of the study in next release (especially for those aspects which were not part of the Rel-18 study).  Thus, we propose to capture the observation that there is no consensus on recommendation for normative work. Then, what is proposed by companies for further study can also be added. 

From RAN1 perspective, there is no consensus on the recommendation of CSI compression for Rel-19 normative work it is recommended to continue study CSI compression in R19 focusing on. The following were proposed by companies for further study
· Methods to improve the performance gain over legacy CSI feedback including: cell/site specific model, model using past CSI as input, joint CSI prediction and compression. 
· Impact of CQI/RI determination particularly when maximum rank 4 is configured. 
· Evaluation on UE side proxy model and conclusion on potential specification impact on supporting of UE side proxy model. 
· Conclude preferred training collaboration types for normative work. 
· Conclude the necessity of supporting high resolution ground truth format for NW side data collection and NW side performance monitoring. 
· Conclude on the necessity of supporting dataset delivery over the air interface.    



	ZTE
	Prioritize to discuss Proposal 2-4-1 and reach some conclusion. This proposal can be discussed at RANP instead of working group.

	Ericsson
	
Regarding UE side proxy model, the feasibility, necessity and complexity shall be studied and concluded first, before looking into the spec impact, hence suggest to update the bullet as following
· Evaluation on UE side proxy model and conclusion on feasibility, necessity, complexity, and potential specification impact on supporting of UE side proxy model.

Moreover, in concluding on the preferred training collaboration type for normative work, potential specification impact should be identified as to narrow the scope of the normative work. Hence, suggest to update the bullet as following
· Conclude on preferred training collaboration types and identify potential specification impact for normative work.    	

	Panasonic
	We agree to Fujitsu’s comment. This proposal should be discussed after concluding Proposal 2-4-1. If the conclusion in Proposal 2-4-1 is to continue study, we have same question with Google and LG. Does the proposal intend to study CSI compression for whole Rel.19 or to have study phase and then normative phase (if needed) in Rel.19?

	Qualcomm
	We support normative work for CSI compression in R19. Additionally, R19 may also study further enhancements to improve the performance. Hence, RAN1 should recommend aspects that can be finalized in normative work stage and also identify aspects that can be included for potential future study. 

Regarding training types, there is no need to conclude on a preferred training type if the training happens offline in a spec-transparent manner, which is the common understanding.

Based on these, we suggest the following updated version:

From RAN1 perspective, for CSI compression: 
· At least the following aspects are recommended for normative work:
· CSI report format and configuration
· Pairing information alignment procedures (pairing establishment, capability exchange, and configuration)
· UE-side and NW-side monitoring, considering feasibility, complexity and signaling overhead 
· At least the following aspects are identified for continued study:
· Methods to further improve the performance gain over legacy CSI feedback including: cell/site specific model, temporal domain aspects (model using past CSI as input, joint CSI prediction and compression).

	Lenovo
	We also suggest to add the following aspects:  
· Evaluation of different monitoring schemes 
· Further study and conclude the preferred pairing mechanisms 
· Further study the possibility and mechanisms for model update
· Extend study to spatial/freq/temporal CSI compression, considering Rel-18 Type-II CB for high Doppler as a baseline for the study  


	Xiaomi
	If training type 1 is supported, model delivery is needed. How to transfer or deliver a model needs to further study. Hence, the fourth bullet could be changed as .
Conclude preferred training collaboration types for normative work. If training type 1 is adopted, methods on transfering or delivering a model needs to further study. 

	Spreadtrum
	Given that 50% UCI bit reduction can be achieved, and we have done extensive research on some aspects, e.g., CQI determination, pairing between CSI generation and reconstruction part, we prefer to have some normative work in R19. 
However, for the current situation, we share the same view with Samsung that there is no consensus among group in RAN1. We think final decision can be up to RANP in Dec.

	New H3C
	OK in general

	CATT
	We agree with ZTE. The motivation of this proposal is unclear, it should be discussed at RANP instead of working group.

	OPPO
	Same question to Google. Does it means a parallel study item on AI/ML based CSI compression in Rel-19?  



Proposal 2-4-2(v1): 
From RAN1 perspective, there is no consensus on the recommendation of CSI compression for Rel-19 normative work. It is recommended to continue study CSI compression in R19 focusing on 
· Methods to further improve the performance gain over legacy CSI feedback. 
· Further study and conclude the impact of CQI/RI determination particularly when maximum rank 4 is configured. 
· Further study and evaluate on UE side proxy model and conclude on feasibility, necessity, complexity, and the potential specification impact on supporting of UE side proxy model. 
· Further study/discuss remaining open issues in the 3 training types. Conclude the preferred training collaboration type(s) and identify potential specification impact for normative work. 
· Further study/evaluate the complexity aspects of high-resolution ground truth CSI for training and performance monitoring and conclude the necessity of supporting high resolution ground truth format for NW side data collection and/or NW side performance monitoring.
· Further analysis on supporting dataset delivery over the air interface.   
· Further study and conclude the feasibility, necessity, complexity and potential specification impact on assessing and monitoring inactive model. 



Summary and proposals for CSI prediction
High level summary 
Summary of companies’ view on whether normative work is recommended for CSI prediction sub-use case.   
	Recommend for normative work
	Huawei, Ericsson, Fujitsu, vivo, Spreadtrum, oppo, CATT, xiaomi, CMCC, NVIDIA, NTT Docomo, Apple, Nokia, AT&T, Samsung, ZTE, ETRI, NEC, Ruijie, Sony, New H3C

	Not recommend for normative work
	 LG, Interdigital, MediaTek, Qualcomm



If any view is summarized incorrectly or missing, please provide your input/correction below. 

	Company
	View

	Google
	Support CSI prediction as normative work

	LG Electronics
	Based on the performance evaluation, it seems lack of samples considering reasonable benchmark to conclude the performance benefit of AI/ML based CSI prediction. In addition, there are two extreme parties that one shows gain upto 10% and the other one provides upto -17% loss in terms of mean UPT. Given this situation, we are hesitant to go directly to WI phase. Perhaps, some study phase before normative phase is needed. 

	ZTE
	The performance gain for CSI prediction is limited. But due to the limited specification/implementation complexity for CSI predication, we are open to include it in the Rel-19 normative work. 

	Ericsson
	Open to include it in Rel-19 normative work, we have concerns on the gains.

	Panasonic
	We support recommendation for normative work.

	ETRI
	We support normative work for CSI prediction sub-use case.

	Qualcomm
	The evaluation for CSI compression was more comprehensive compared to CSI prediction. For CSI prediction, there are a limited number of results which are very divergent. Further study may be needed to determine whether to proceed to normative work.

	NEC
	NEC is added in the list.

	Lenovo
	We propose to study, and if needed, specify, where the decision can be made based on a planned checkpoint, e.g., RAN#104.

	Ruijie
	We support that CSI prediction is recommended for normative work. Ruijie is added in the list. 

	Sony
	Sony is added in the list.

	New H3C
	New H3C is added in the list




Proposal 3-1(closed): 
Capture the following summary in Section 8 of the 3GPP TR 38.843 on AI/ML based CSI prediction sub-use case.    

-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
The performance benefit and potential specification impact were studied for AI/ML based CSI prediction sub use case. 
· Performance gain over baseline is [modest, to be updated based on observation in 8.14.3] as summarized in clause 6.2.2 of TR 38.843.  
· Potential specification impact on data collection and performance monitoring are outlined in section 7.2.2 of TR 38.843. 
-------------------------------------------- End of Text Proposal ----------------------------------------------

Please provide your view: 

	Company
	View

	Google
	OK

	Huawei, HiSilicon
	OK

	Fujitsu
	OK

	Samsung
	Ok. 

	ZTE
	OK

	Ericsson
	Depending on the observation in 8.14.3, may need to update the first bullet to “Both performance loss and performance gain over baseline has been observed …”

	ETRI
	OK

	Qualcomm
	The observation that is to be agreed in 8.14.3 could itself serve as a summary, and it is not clear why the first item is needed.

	NEC
	OK

	Xiaomi
	OK

	Spreadtrum
	OK

	New H3C
	OK

	CATT
	OK

	OPPO
	OK. But it would be more clear adding UE-sided in the text since we only evaluate the UE-sided CSI prediction in Rel-18.

	Ruijie
	OK. 



Proposal 3-1(v1): 
Capture the following summary in Section 8 of the 3GPP TR 38.843 on AI/ML based CSI prediction sub-use case.    

-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
The performance benefit and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
· Performance gain over baseline are summarized in clause 6.2.2.8 of TR 38.843. 
· Potential specification impact on data collection and performance monitoring are outlined in section 7.2.2 of TR 38.843. 

-------------------------------------------- End of Text Proposal ----------------------------------------------


Proposal 3-2(close): 
For AI-based UE-sided CSI prediction use case, from RAN1 perspective, at least the following are recommended for normative work
· Necessary signaling/mechanism(s) to facilitate data collection, model inference and performance monitoring.
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling.


Please provide your view: 

	Company
	View

	Google
	Support

	NTT DOCOMO
	Support

	Huawei, HiSilicon
	First to clarify our opinion is “to study, and if necessary specify CSI prediction in Rel-19” in “Summary of companies’ view”.
As the gain over non-AI/ML based CSI prediction turn out to be not appealing (-17%~7%), we should save the spec effort and avoid over-optimization on CSI prediction: one principle is to reuse R18 MIMO CSI prediction framework; the other is to avoid adopting more complicated model ID based LCM (or functionality based LCM involving model ID).

We may borrow the wording from PoS recommendation as follows.
==============================================
For AI-based UE-sided CSI prediction use case, from RAN1 perspective, at least the following are it is recommended to be further investigated and if needed, specified for normative work, including
· Necessary signaling/mechanism(s) to facilitate data collection, model inference and performance monitoring.
· Signaling/mechanism(s) to facilitate necessary functionality-based LCM operations without involvement of model ID via 3GPP signaling.
· Strive to reuse the CSI prediction framework specified in Rel-18 MIMO.
==============================================

	Fujitsu
	OK

	Samsung
	OK

	ZTE
	Agree with HW.

	Ericsson
	OK

	Panasonic
	Support

	Qualcomm
	Considering the limited number and large variation in evaluation results, further study may be needed to determine whether to proceed to normative work.

	NEC
	OK

	Lenovo
	It is not clear to us which CSI prediction type (UE-based, NW-based or hybrid) is proposed for the normative work by proponents. 

	Xiaomi
	We are fine with reusing the CSI prediction framework specified in Rel-18 MIMO considering to save specification efforts.

	Spreadtrum
	OK

	New H3C
	OK

	CATT
	We propose to add one bullet:
· the mechanisms of UE-side CSI prediction in Rel-18 MIMO should be considered as the starting point.

	OPPO
	Ok

	Ruijie
	OK. 




Proposal 3-2(v1): 
Alt 1:
For AI-based UE-sided CSI prediction use case, from RAN1 perspective, it is recommended to be further investigated and if needed, specified for normative work, including
· Necessary signaling/mechanism(s) to facilitate data collection, model inference and performance monitoring.
· Signaling/mechanism(s) to facilitate necessary functionality-based LCM operations without involvement of model ID via 3GPP signaling.
· Strive to reuse the CSI prediction framework specified in Rel-18 MIMO.


Alt 2:
For AI-based UE-sided CSI prediction use case, from RAN1 perspective, the following is recommended for normative work, including
· Necessary signaling/mechanism(s) to facilitate data collection, model inference and performance monitoring.
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling.
· Strive to reuse the CSI prediction framework specified in Rel-18 MIMO.


(New) Proposal 3-3: 
Revise previous agreement on performance monitoring to align with other one-sided use cases discription.  
Adopt the text proposal for performance monitoring of CSI prediction.
======================= Start of text proposal to TR 38.843 v1.0.0 ====================
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined. 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth.  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality/model selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 
======================= End of text proposal to TR 38.843 v1.0.0 ====================


Nov 13 Offline  
Proposal 2-2: 
Proposal 2-3: 
-------------------------------------------- Start of Text Proposal --------------------------------------------------------       

5.1	CSI feedback enhancement
*** Unchanged text is omitted ***
Considered AI/ML model training collaborations include: 
-	Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
-	Type 2: Joint training of the two-sided model at network side and UE side, respectively.
-	Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
-	Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes(e.g., through gradient exchange between nodes).
-	Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
-	Note: training collaboration Type 2 over the air interface for model training (not including model update) is concluded to be deprioritized in Rel-18 SI. 
For Type 2 (Joint training of the two-sided model at network side and UE side, respectively), note that joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately. Further, note that Type 2 sequential training includes starting with UE side training, or starts with NW side training.  
-------------------------------------------- End of Text Proposal --------------------------------------------------------      
Proposed observation 2-1    
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  


		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
No consensus

	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	Not support (Lenovo object)
 
No consensus


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support (Lenovo object)
 
No consensus

	Support





In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:


		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Feasible
UE: Not feasible due to type 1 definition  
	gNB: Feasible with restriction for CSI reconstruction model
UE: Not feasible due to type 1 definition
	gNB: Not feasible due to type 1 definition
UE: Feasible
	gNB: Not feasible due to type 1 definition 
UE: Feasible with restriction for CSI generation model

	Extendibility: to train new UE-side model compatible with NW-side model in use; (note x2)
	No consensus


Yes 
No: MTK
	No consensus

Yes
No: MTK
	
No consensus
Yes
No: MTK
	No consensus

Yes 
No: MTK

	Extendibility: To train new NW-side model compatible with UE-side model in use (note x2)
	No consensus

Yes
No: MTK
	No consensus

Yes
No: MTK
	No consensus

Yes
No: MTK
	No consensus

Yes
No: MTK




Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  

Note x2: the performance of the new model is similar to the performance of sequential training. 

Proposal 2-3: 
In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
· Pairing information can be aligned through model identification procedure. 
· UE reports the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional NW and UE interaction to align the pairing information: 
1. Proactive approach: UE proactively report the pairing information to NW.    
2. Reactive approach: NW indicates the pairing information supported in the cell to UE for [UE confirmation.] [and then UE reports the pairing information supported by UE among the one(s) indicated by NW.]  
· Note: Pairing information can be considered as a special case of logical model ID for model ID based LCM.. 
Nov 15 Offline/Nov 16 online  

Proposal 2-4-1(last bullet of summary): 
· Both NW side and UE side performance monitoring were studied, some but not all aspects were concluded. [and some aspects are concluded]. 


Proposal 3-1(v1): 
Capture the following summary in Section 8 of the 3GPP TR 38.843 on AI/ML based CSI prediction sub-use case.    

-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
The performance and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
· Evaluation has been performed to assess AI/ML based CSI prediction from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, generalization, etc. Some aspects are studied but lack of observations, including scalability over various configurations/scenarios and approach of fine tuning.  
· Performance compared with baseline is summarized in clause 6.2.2.8 of TR 38.843.
· Potential specification impact on data collection and performance monitoring [with functionality based LCM] are discussed in section 7.2.2 of TR 38.843. 
-------------------------------------------- End of Text Proposal ----------------------------------------------



For information only: 

	Recommend for normative work
	Fujitsu, vivo, Spreadtrum, oppo, xiaomi, CMCC, NTT Docomo, Nokia, Qualcomm, ETRI, NEC, Sony, T-Mobile, AT&T

	Not recommend for normative work; Continue study
	FutureWei, Huawei, Ericsson, CATT, LG, NVIDIA, Interdigital, Apple, Lenovo, MediaTek, Samsung, ZTE, Ruijie, New H3C, Intel

	Not recommend for normative work; Not recommended for further study.
	Samsung, MediaTek




Proposal 2-4-2(v1): 
From RAN1 perspective, there is no consensus on the recommendation of CSI compression for normative work.

[Before normative work], the following aspects are identified to be further studied for CSI compression with two-sided model. 
· [Potential new two-sided model sub use cases.]
· Methods to further improve the performance gain over legacy CSI feedback, and/or reduce the AI/ML complexity.
· e.g. cell/site specific model, model using past CSI as input, joint CSI prediction and compression which were proposed by a few companies in R18.
· Further evaluation aspects that are not fully investigated, including CQI/RI calculation options, [the options of rank>1 solution.]
· Further investigate and conclude the remaining aspects of potential specification impact. 
· NW side performance monitoring and UE side performance monitoring. 
· Model identification procedure for CSI compression sub use case. 
· UE side and NW side data collection procedure 
· Identify the feasible training collaboration type(s) and corresponding potential RAN1 specification impact, if any. Identify potential specification impact on the [feasible] training collaboration type(s), if any. 

Nov 16 Offline / Nov 17 online
Proposal 3-1(v2): 
Capture the following text for CSI prediction summary agreed in RAN1 115, for section 8 of TR38.843.

-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
The performance and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
· Evaluation has been performed to assess AI/ML based CSI prediction from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, generalization over UE speed, etc. Some aspects are studied but lack observations, including scalability over various configurations and generalization over other scenarios and approach of fine tuning. Performance monitoring accuracy is not evaluated.  
· Performance compared with baseline is summarized in clause 6.2.2.8 of TR 38.843.
· Potential specification impact on data collection and performance are discussed in section 7.2.2 of TR 38.843. 
-------------------------------------------- End of Text Proposal ----------------------------------------------


Summary of companies’ view on whether normative work is recommended for CSI prediction sub-use case.   
	Recommend for normative work, Further study and if needed.
	Ericsson, Fujitsu, vivo, Spreadtrum, oppo, CATT, xiaomi, CMCC, NVIDIA, NTT Docomo, Apple, Nokia, AT&T, Samsung, ZTE, ETRI, NEC, Ruijie, Sony, New H3C

	Not recommend for normative work, further study
	 LG, MediaTek, Qualcomm 

	Not recommend for normative work
No further study. 
	MediaTek, Interdigital



Proposal 3-2(v2): 
Capture the following conclusion in section 8 of the TR 38.843

· From RAN1 perspective, there is no consensus on the recommendation of CSI prediction for normative work.
· The reason for the lack of RAN1 consensus on the recommendation of CSI prediction for normative work is due to 
· Lack of results on the performance gain over non-AI/ML based approach and associated complexity
· Other aspects that require further study/conclusion are captured in the summary.
 

Proposal 2-4(new): 
Adopt the following TP to TR 38.843: 

-------------------------------------------- Start of Text Proposal --------------------------------------------------------       


5.1	CSI feedback enhancement
*** Unchanged text is omitted ***

In CSI compression using two-sided model use case with training collaboration Type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information


*** Unchanged text is omitted ***

7.2.2	CSI feedback enhancement 
Items considered for study the necessity, feasibility, potential specification impact: 
In CSI compression using two-sided model use case: 

*** Unchanged text is omitted ***

NW side data collection:
-	Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
-	Contents of the ground-truth CSI including:  
-	Data sample type, e.g., precoding matrix, channel matrix etc.
-	Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
-	Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
-	Latency requirement for data collection
-	Signaling for triggering the data collection
-	Ground-truth CSI report for NW side data collection for model performance monitoring, including: 
-	Scalar quantization for ground-truth CSI
-	Codebook-based quantization for ground-truth CSI
-	RRC signalling and/or L1 signalling procedure to enable fast identification of AI/ML model performance
	Aperiodic/semi-persistent or periodic ground-truth CSI report
-	Ground-truth CSI format for model training, including scalar or codebook-based quantization for ground-truth CSI. The number of layers for which the ground truth data is collected, and whether UE or NW determine the number of layers for ground-truth CSI data collection, are considered.

 In CSI compression using two-sided model use case with training collaboration Type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information

-------------------------------------------- End of Text Proposal --------------------------------------------------------       


Proposal 2-5(new): 
Adopt the following TP to TR 38.843: 

-------------------------------------------- Start of Text Proposal --------------------------------------------------------  

Table 5.1-1: Pros and Cons of training collaboration Type 1

	Characteristics \ Training Types
	Type 1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at UE
	Known model structure at UE


        *** Unchanged text is omitted ***

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2




Table 5.1-2: Pros and Cons of training collaboration Type 2 and Type 3
	Characteristics \ Training Types
	Type 2
	Type 3

	
	Simultaneous
	Sequential  
	NW first
	 UE first


        *** Unchanged text is omitted ***
	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2




-------------------------------------------- End of Text Proposal --------------------------------------------------------       




Appendix: Summary of proposals
 Training collaboration types  
FutureWei: 

Note: text in red indicates change from the base table as summarized in [2].

Table 2.1-1: Characteristics analysis between training Type 2 and Type 3 
		      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible (note FW2)

	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support
	Support
	
Not support (note FW1)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not Support
	Not support (note FW1)
	Support


Note x2: extendibility can be achieved by combining different training collaboration type 3.
Note FW1: 
Extendibility: to train new UE-side model compatible with NW-side model in use
Extendibility: To train new NW-side model compatible with UE-side model in use
While it may be possible to support extendibility by combining different training collaboration options in Type 3 as indicated in “Note x2” from RAN1#114bis, the table has separate entries for different alternatives of the same training type, thus, the comparison should focus on the aspects by considering only one training type and/or only one alternative in the training type. Otherwise, there may be a lot of training variation combinations to consider and many entries in the table may need to be re-assessed.
Note FW2: 
Feasibility of allowing UE side and NW side to develop/update models separately 
Even though Type 2 sequential training is more flexible than Type 2 simultaneous training, it still requires interaction among NW and UE vendors for forward and backward propagations. Many challenges are associated with NW and/or UE side separately updating the models for Type 2 sequential training. Examples include:
· Training dataset exchange among multiple vendors may become frequent.
· Handling of forward/backward propagation information exchanges when multiple updates happen at/around the same time. 
· Performance evaluation criteria/strategy when involving multiple updates at the same time.
Note: text in red indicates change from the base table as summarized in [2].

Table 2.2-1: Characteristics analysis for training Type 1
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible (note FW3)
	Infeasible or difficult (note FW3)
	Feasible (note FW3)
	Infeasible or difficult (note FW3)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Support (note FW4)
	
Support (note FW4)
	
Support (note FW4)
	
Support (note FW4)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	
Support (note FW5)
	
Support (note FW5)
	
Support (note FW5)
	
Support (note FW5)



Note FW3: 
Feasibility of allowing UE side and NW side to develop/update models separately:
Type 1: NW-side
· Unknown model structure at UE
· In Type 1 NW-side training with unknown model structure at UE, NW trains a generalized CSI reconstruction part that is device-agnostic. In such case, it is feasible to allow UE-side to update its model separately (or independently).  
· Known model structure at UE
· In Type 1 NW-side training with known model structure at UE, NW trains a device-specific CSI reconstruction part via join training. In such case, if UE side model is updated independently, many challenges may rise like ensuring the alignment between NW-side model and UE-side model including quantization and maintaining E2E performance which cannot be done in isolation, thus, significant co-engineering is required between UE and NW sides. This entry should be marked “infeasible” or “difficult”.
Type 1: UE-side
· Unknown model structure at NW
· In Type 1 UE-side training with unknown model structure at NW, UE trains a generalized CSI generation part that is NW-agnostic. In such case, it is feasible to allow NW to update its model separately (or independently).  
· Known model structure at NW
· In Type 1 UE-side training with known model structure at NW, UE trains a NW-specific CSI generation part via join training. In such case, if NW side model is updated independently, many challenges may rise like ensuring the alignment between NW-side model and UE-side model including quantization and maintaining E2E performance which cannot be done in isolation, thus, significant co-engineering is required between UE and NW sides. This entry should be marked “infeasible” or “difficult”.
Note FW4: 
Extendibility: to train new UE-side model compatible with NW-side model in use:
Type 1: NW-side
· In Type 1 NW-side training, both CSI generation part and CS reconstruction part are trained at NW first then the CS generation part is delivered to UE-side. If updates are required, NW can train a new UE-side model via join-training. As NW has both models, NW can ensure the new UE-side model is compatible with the NW-side model in use. This applies to both unknown model structure at UE and known model structure at UE.
Type 1: UE-side
· In Type 1 UE-side training, both CSI generation part and CS reconstruction part are trained at UE side first then the CSI reconstruction part is delivered to NW. If updates are required, UE-side can train a new UE-side model via join-training. As UE-side has both models, UE-side can ensure the new UE-side model is compatible with the NW-side model in use. This applies to both unknown model structure at UE and known model structure at UE.
Note FW5: 
Extendibility: To train new NW-side model compatible with UE-side model in use:
Type 1: NW-side
· In Type 1 NW-side training, both CSI generation part and CS reconstruction part are trained at NW first then the CS generation part is delivered to UE-side. If updates are required, NW can train a new NW-side model via join-training. As NW has the UE-side model in use, NW can ensure the new NW-side model is compatible with the UE-side model in use. This applies to both unknown model structure at UE and known model structure at UE.
Type 1: UE-side
· In Type 1 UE-side training, both CSI generation part and CS reconstruction part are trained at UE side first then the CSI reconstruction part is delivered to NW. If updates are required, UE-side can train a new NW-side model via join-training. As UE-side has both models, UE-side can ensure the new NW-side model is compatible with the UE-side model in use. This applies to both unknown model structure at UE and known model structure at UE.
Observation 1: For CSI compression using two-sided model sub use case, our views on the characteristics analysis for training collaboration Type 2 and Type 3 of the identified aspects are summarized in Table 2.1-1 based on the FL’s summary for RAN1#114bis [2].
Observation 2: For CSI compression using two-sided model sub use case, our views on the characteristics analysis for training collaboration Type 1 of the identified aspects are summarized in Table 2.2-1 based on the FL’s summary for RAN1#114bis [2].

Huawei

Proposal 1: In CSI compression use case, the following table with modification is considered to capture the pros/cons of training collaboration Type 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
Feasible for fully unknown model, restricted for partially unknown model
	FFS
Infeasible
	FFS
Feasible for fully unknown model, restricted for partially unknown model
	FFS
Infeasible

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	FFS
Yes
	FFS
Yes
	FFS
Yes
	FFS
Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	FFS
Yes
	FFS
Yes
	FFS
Yes
	FFS
Yes


Proposal 2: In CSI compression use case, the following table with modification is considered to capture the pros/cons of training collaboration Type 2/3:
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	FFS
Infeasible
	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Not support (note x2)
Support if UE-side CSI reconstruction part corresponding to the NW-side model in use is available

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support (note x2)
Support if NW-side CSI generation part corresponding to the UE-side model in use is available
	Support



Ericsson:

Proposal 1. [bookmark: _Toc149938894]Accept the following answers to be included in the table summarizing pros and cons for collaboration type 1, for inclusion in the TR. 
		 Training types

Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB side: Yes
UE side: No
	gNB side: Yes, with restriction
UE side: No
	gNB side: No
UE side: Yes
	gNB side: No
UE side: Yes, with restriction

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	gNB side: Yes
UE side: No
	gNB side: Yes
UE side: No
	gNB side: No
UE side: Yes
	gNB side: No
UE side: Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	gNB side: Yes
UE side: No
	gNB side: Yes
UE side: No
	gNB side: No
UE side: Yes
	gNB side: No
UE side: Yes



Proposal 2. [bookmark: _Toc149938897]Modify the discussed table that summarize the training collaboration Types 2 and 3 as below and add it to the TR. 
		Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Model update flexibility after deployment (note 4)
	Not flexible
	No consensus.
	Semi-flexible 
	Semi-flexible. 

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	FFS
Feasible
	Feasible.
	Feasible

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support
	Support
	Not support (note x2)

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not Support
	Not support (note x2)
	Support



Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would in all captured aspects be identical to Type 3 UE-first training.
Note x2: extendibility can be achieved by combining NW first and UE first training collaboration type

[bookmark: _Toc149938852]Training Type 2 Sequential is not accurately captured in the TR. This is a great risk for confusion.

Proposal 3. [bookmark: _Toc149938895]In the TR, capture the following description as an example of training collaboration Type 2 Sequential.

[bookmark: _Toc149938853]Type 2 Sequential training naturally starts with the NW vendor, as starting with the UE vendor is equivalent to UE first Type 3 training.
We thus propose the following change (in red) compared to the current version of the TR [2].
Proposal 4. [bookmark: _Toc149938896]Adopt the following change in the TR, to clarify that Type 2 Sequential training can only start with NW side training.
For Type 2 (Joint training of the two-sided model at network side and UE side, respectively), note that joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately. Further, note that sequential training starts includes starting with UE side training, or starting with NW side training.

ZTE: 

Spatial-frequency domain CSI compression using two-sided model
Proposal 1: Update the remaining issues of pros and cons of Type 2 and Type 3 training collaboration as red-highlighted in the following Table 9.
Table 9. The remaining issues of pros/cons of Type 2 and Type 3 training collaboration
		 Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible
	Feasible 
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Support 


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	
Not Support
	Support 

	Support


Proposal 2: Update the remaining issues of pros and cons of Type 2 and Type 3 training collaboration as red-highlighted in the following Table 10.
Table 10. The remianing issues of pros/cons of Type 1 training collaboration
		  Training types

Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	NW side: Yes
UE side: No
	NW side: Yes with restriction 
UE side: No
	NW side: No
UE side: Yes
	NW side: No
UE side: Yes with restriction

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Limited
	
Limited
	
Limited
	
Limited

	Extendibility: To train new NW-side model compatible with UE-side model in use
	

Limited
	

Limited
	

Limited
	

Limited



vivo

Observation 1: [bookmark: _Hlk149925418]For NW side type1 training, UE does not need to develop/update models separately; For UE side type1 training, NW does not need to develop/update models separately.

Proposal 1: The observation for NW-first sequential type2 training regarding “Feasibility of allowing UE side and NW side to develop/update models separately” should be “Feasible for NW side, infeasible for UE side”.
Proposal 2: The observation for UE-first type3 regarding “Extendibility: to train new UE-side model compatible with NW-side model in use” should be “Not support”, and the observation for NW-first type3 regarding “Extendibility: to train new UE-side model compatible with NW-side model in use” should be “Not support”.
Proposal 3: The observation regarding “Feasibility of allowing UE side and NW side to develop/update models separately” for type1 training should be “Feasible for NW side” for NW side type1 and “Feasible for UE side” for UE side type1.
Proposal 4: The observation regarding “Extendibility: to train new UE-side model compatible with NW-side model in use” for type1 training should be “Yes” for both NW and UE side type1 training.
Proposal 5: The observation regarding “Extendibility: To train new NW-side model compatible with UE-side model in use” for type1 training should be “Yes” for NW and UE side type1 training.

Intel

Proposal 1: 
· For CSI compression using two-sided model use case, the following changes (in red) are endorsed for the table with the pros/cons of training collaboration type 1.
		      Training type
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	UE side: Infeasible.
NW side: Feasible.
	UE side: Infeasible.
NW side: Feasible.
	UE side: Feasible.
NW side: Infeasible.
	UE side: Feasible.
NW side: Infeasible.

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Limited
	Limited
	Support
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Support
	Support
	Limited
	Limited




Proposal 2: 
· For CSI compression using two-sided model use case, the following changes (in red) are endorsed for the table with the pros/cons of training collaboration types 2 and type 3.
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Support
	Support




Spreadtrum Comm

Table 1 Analysis on the remaing issues of Training Type1
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	Flexible for NW defined scenario.
No otherwise
	Flexible for NW defined scenario. No otherwise

	Semi-flexible, if assistance information is supported. 
No otherwise.
	Yes, if assistance information is supported.
No otherwise

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	No
	No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes



Table 2 Analysis on the remaining issues of Training Type2 and Type3
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	
	Feasible
	
	

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	
	Not support 

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
	
	Not support 
	



[bookmark: OLE_LINK38]Proposal 1: To facilitate the discussion, views on the remaining issues of Pros and Cons of all of Training types are needed to be aligned. What shown in Table 1 and Table 2 can be considered.

Oppo

Observation 2: Pros and cons for training collaboration type 1 are shown in table 1.
Table 1. Pros and cons for training collaboration type 1
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No 
	No 
	No 

	Whether require privacy-sensitive dataset sharing
	No 
	No 
	No 
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  

	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	gNB: Yes 
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes
	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure
	Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	 Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	No (note1)
	No
	No (note 1)
	No

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors
	Yes
	Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors
	 No
	 No
	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	No (note 1)
	No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes

	Whether training data distribution can match the inference device
	Limited
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No for UE
	Yes
	No for NW

	Yes 


	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations



Note 1: Yes, for unknown model structure at UE/NW with sequential retraining at UE/NW side. For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Observation 3: Pros and cons for training collaboration type 3 are shown in table 2.
Table 2. Pros and cons for training collaboration type 3
		     Training types
Characteristics
	Type 3

	
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Semi-flexible 
	Semi-flexible. 

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors 
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors 
	Yes.
Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Support
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Support

	Whether training data distribution can match the inference device
	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations


Proposal 1: For training collaboration type 1, 
NW or NW-side entity needs to ensure that the model structure (such as CNN-based or transformer-based) and format (such as TensorFlow-based, PyTorch-based, or ONNX-based) transmitted to the UE are compatible with the UE-side device, to guarantee that the model can be compiled, deployed, and utilized by the UE device. 
Similarly, the same applies when transmitting the NW side model to ensure compatibility with the NW device.
Proposal 2: For training collaboration type 3, 
For NW first training, NW needs to be able to provide UE with training data sets that meet different requirements, e.g. on model performance, transmission cost, CSI input types. 
For UE first training, UE needs to be able to provide NW with training data sets that meet different requirements, e.g. on model performance, transmission cost.
Observation 1: Regarding the unknown model structure, 
If the unknown model structure can be successfully compiled and deployed with UE or NW, then there would be no fundamental difference in its utilization when compared to the known model structure. 
If the unknown model structure cannot be utilized (compiled/deployed) by UE or NW, and retraining a model based on the unknown model structure is not possible, then there will be an issue in utilizing the model with an unknown model structure.
Observation 2: Pros and cons for training collaboration type 1 are shown in table 1.
Observation 3: Pros and cons for training collaboration type 3 are shown in table 2.
Observation 4: For training collaboration types 1 and type 3, most of the questions listed in table 1 and table 2 have similar conclusions, although the implementation methods differ. These two training collaboration types are not mutually exclusive and both can be considered for future research.
Observation 5: If restrictive descriptions are needed to differentiate the pros and cons for different training types and different characteristics in a table or in the TR, clarifications for restrictive terms as well as the scope (e.g. for the whole table, or for a given characteristic, or a given training type) should be added, e.g. in notes. 
CATT
CSI compression using two-sided model
Proposal 1: In CSI compression using two-sided model use case, adopt the following table for characteristics analysis of training collaboration types 1:
		  Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

   

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

  



	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	No
	No
	No

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Yes

	
Yes

	
No

	
No


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

No

	

No
	

Yes

	

Yes


	Whether training data distribution can match the inference device
	Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Proposal 2: In CSI compression using two-sided model use case, update the table for characteristics analysis of training collaboration Types 2 and Type 3 as follows:
		  Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible

	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support (note x2)

	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.

note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 

Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  

Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 

Note x5: 1 to many joint trainings is assumed.  

Xiaomi
Proposal 1: In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
Table 1： The pros and cons of type 1
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  
	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 
	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  
	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	No
	No
	No

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)
	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Not support 
	Support
	Support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Support
	Support
	Not support
	Not support 

	Whether training data distribution can match the inference device
	Limited
	
Limited
	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
Note x5: 1 to many joint trainings is assumed.  
Remaining issue on the pros and cons of type 2 and type 3
· Feasibility of allowing UE side and NW side to develop/update models separately
For training type 2, CSI generation part model and CSI reconstruction part model needs to be jointly trained no matter simultaneous or sequential training methods are adopted. From this perspective, model’s development or update cannot be separately implemented. This is different from training type 3. CSI generation part model and CSI reconstruction part model can be developed/updated separately only if the corresponding entity obtains the training dataset.
· Extendibility: To train new UE-side model compatible with NW-side model in use;
For UE-first of type 3, the model at NW side needs to be updated due to the update of model at UE side. This leads the updated UE-side model is not compatible with original model at NW side. Similarly, for NW-first of type 3, the model at UE side need to be update as well if the model at NW side is update. Hence, the trained new NW side model is not able to compatible with original model at UE side. 

Proposal 2: The pros and cons of collaboration training type 2 and type 3 are respectively provided in Table 2.

Table 2： The pros and cons of type 2 and type 3
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	



No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  
	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  

	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible
	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	
Support 
	Support 
	
Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.
	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 2: Assume information on model structure disclosed in training collaboration does not reveal prioprotiy information 
Note 3: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 4: Under the assumption that the vendor training first has engineering freedom to design its own model, the condition follows naturally. [To understand the effects of long-term evolution of the AI/ML model in the eco-system, further studies are needed].
note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 

LGE: 

Proposal #1: Adopt following tables and Note 1 for Pros/Cons of training collaboration types. 
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	Yes for NW 
No for UE 
	Limited for NW
No for UE 
	Yes for UE side
No for NW side
	Limited for UE 
No for NW

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	No
	No

	Extendibility: to train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes



		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
NW first (note 1)
	NW first
	UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Infeasible
	Feasible.
	Feasible

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Not support (note x2)

	Extendibility: to train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support (note x2)
	Support


Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training. 
Panasonic
Observation 1: Type 1 training involves the exchange of AI/ML model and then, requires some common AI/ML inference algorithm and common reference/structure for model inference.
Observation 2: The FFS parts of the table for training collaboration Type 1 are summarized as follows.
	Training types

Characteristics
	Type 1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Yes
UE: No
	gNB: Yes, with restriction
UE: No
	gNB: No
UE: Yes
	gNB: No
UE: Yes, with restriction

	Extendibility: to train new UE-side model compatible with NW-side model in use
	Yes
	Yes
	Yes, with restriction (if NW-side model in use is delivered by UE)
	Yes, with restriction (if NW-side model in use is delivered by UE)

	Extendibility: to train new NW-side model compatible with UE-side model in use
	Yes, with restriction (if UE-side model in use is delivered by NW)
	Yes, with restriction (if UE-side model in use is delivered by NW)
	Yes
	Yes


Observation 3: For Type 2 with offline training, if the consideration on the air interface specification impact on FP/BP interaction is not needed, there might be no Type 2 specific specification impact.
Observation 4: The FFS part of the table for training collaboration Type 2 is summarized as follows.
	Training types

Characteristics
	Type 2

	
	Simultaneous
	Sequential NW first (Note 1)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Infeasible


Observation 5: For Type 3 training collaboration with network-first training, at least the option that network generates training dataset to enable UE side supervised learning should be studied.
Observation 6: For Type 3, 3GPP may need to define some kind of requirement of CSI encoding by input and output relation, performance test or something else. The input for the training can be 3GPP specified channel model or field raw data. The output for the training can be something 3gpp defined output or network vendor specific information. The UE model performance can be checked by 3gpp specification or inter-operability test (IOT).
Observation 7: The FFS part of the table for training collaboration Type 2 is summarized as follows.
	Training types

Characteristics
	Type 3

	
	NW first
	UE first

	Extendibility: to train new UE-side model compatible with NW-side model in use
	Support
	Not support

	Extendibility: to train new NW-side model compatible with UE-side model in use
	Not support
	Support


Observation 8: Type 3 with network-first separate training might be feasible options at least Re.18/19 timeline from standardization effort perspective. Type 1 with network sided training can be potential in the long-term.
Observation 9: For each option of training collaboration, handling of rank of AI/ML model should studied.

CMCC
Proposal 1: For the pros/cons comparison table of training collaboration types 2 and type 3, adopt the following Note 1:
Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Observation 1: In CSI compression using two-sided model use case, the following table capture the reaming aspects for pros/cons of training collaboration type 2 and type 3:

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasible
	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support

	Support



Observation 2: In CSI compression using two-sided model use case, the following table capture the reaming aspects for pros/cons of training collaboration type 1:

		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Feasible
UE: Infeasible
	
gNB: Feasible
UE: less feasible compared to UE side
	gNB: Infeasible
UE: Feasible

	UE: Feasible
gNB: less feasible compared to NW side

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Support
	
Support 
	
Support 
	
Support 

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
Support
	
Support 
	
Support 
	
Support 



NVIDIA 
· Proposal 6: In CSI compression using two-sided model use case, adopt the following table that captures the pros/cons of training collaboration types 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

   

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

  



	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	
No
	
No
	 No
	No

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Yes

	
Yes

	
No

	
No


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

No

	

No

	

Yes

	

Yes


	Whether training data distribution can match the inference device
	Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Proposal 7: In CSI compression using two-sided model use case, adopt the following table that captures the pros/cons of training collaboration types 2 and type 3:  
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasible

	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support (note x2)

	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Note x2: extendibility can be achieved by combining different training collaboration type 3.  

NTT Docomo
Proposal 1: Conclude characteristics of type 1, type 2, and type 3 training procedure based on Table 1 and Table 2. 
Table 1. Characteristics of type 1 training procedure. 
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  
	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 
	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  
	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes
	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible only for NW side model
	Feasible only for NW side model
	Feasible only for UE side model
	Feasible only for UE side model

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Support
	Support
	Support, if NW-side model in use is delivered by UE
	Support, if NW-side model in use is delivered by UE

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Support, if UE-side model in use is delivered by NW
	Support, if UE-side model in use is delivered by NW
	Support
	Support

	Whether training data distribution can match the inference device
	Limited
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No for UE 
	Yes 
	No for NW
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Table 2. Characteristics of type 2 training procedure and type 3 training procedure. 
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus
	No consensus
	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available. 
	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available. 

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible
	No consensus.
	Semi-flexible 
	Semi-flexible. 

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible with gradient exchange
	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	No consensus
	Yes for UE-part model,
Limited for NW-part model.
	Limited
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




Apple
Observation 1: In CSI compression using two-sided model use case, the following tables capture the pros/cons of training collaboration types 1, type 2 and type 3:  



		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible

	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support 
	
Not support  

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support 
	Support




In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:


		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Yes
UE: No
	gNB: Partial
UE: No
	gNB: No
UE: Yes
	gNB: No
UE: Partial

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes

	Yes
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	Yes
	Yes



Note 1: Type 2 Sequential training assumes NW-first training

Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  

Nokia

The following table captures the pros/cons of training collaboration types 1: 
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  




	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	UE side: infeasible
NW side: feasible
	UE side: infeasible
NW side: feasible
	UE side: feasible
NW side: infeasible
	UE side: feasible
NW side: infeasible

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Yes

	
Yes

	
No

	
No


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

No

	

No

	

Yes

	

Yes


	Whether training data distribution can match the inference device
	
Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
Note x5: 1 to many joint trainings is assumed.  

The table presented below outlines the pros and cons of training collaboration type 2 and type 3:
		      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasible

	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support (note x2)
Support
(Note x6)

	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training.
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information.
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
Note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”.
Note x2: extendibility can be achieved by combining different training collaboration type 3.
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell.
Note x5: 1 to many joint trainings is assumed.
Note x6: extendibility can be achieved by resorting to collaboration type 3, assuming no changes in input-CSI dataset compared with one used for training of the NW-side model in use

Samsung

                    
                       Table 1 Comparison of Type 1 at NW side and UE side training
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
 
	Yes

	Not applicable. 

	Not applicable. 


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: No
	gNB: No
UE: Yes

	UE: Yes
gNB: No

	Model update flexibility after deployment 
	Flexible 
	 

Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	Not applicable. 

	Not applicable. 

	Not applicable. 

	Not applicable. 


	Whether gNB can maintain/store a single/unified model over different UE vendors for a particular CSI report configuration
	Yes
	Yes for gNB-part model. 
No for UE-part model, if model structure is not common among UE vendors.
	No
	No 

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes per camped cell.  
No

	 
Yes per camped cell.  
No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not applicable. 

	Not applicable. 

	Not applicable. 

	Not applicable. 


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not applicable. 

	Not applicable. 

	Not applicable. 

	Not applicable. 


	Whether training data distribution can match the inference device
	
Infeasible
 

	
Infeasible

	
Yes 

	
Yes


	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No.

	

Yes

	

Yes

	

Yes


	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Agreement


Samsung  
              Table 2: Comparison of Type 2 and Type 3 training collaboration types
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult 
	
FFS

	FFS  
	FFS


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
Semi-flexible. Less flexible compared to type 3
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible 
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a particular CSI report configuration
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified model over different NW vendors for a particular CSI report configuration 
	Yes. Performance loss refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	 
Yes. Performance loss refers to observations
in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes per camped cell.
Generalization over multiple NW, performance loss refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes.
Performance loss refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support

	Not applicable

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not applicable
	Support

	Whether training data distribution can match the inference device
	More limited

	Limitted

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




Proposal 6: Consider Table 1 and Table 2 for the comparison of two-sided model training types.
         
Lenovo

		       Training type

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first 

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	Not support
	Support
	Support
	FFS
Support using procedures other than the example UE-first procedure 

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not Support
	FFS
Support using procedures other than the example NW-first procedure
	Support


[bookmark: _Ref149740371]Table 1: Comparison of different training collaboration types
Qualcomm

Proposal 1:	Include the following in the pros-and-cons table for the training types:
· Type 1 training (NW-side and UE-side) does not support extendibility to train new UE-side model compatible with NW-side model in use,
· Type 1 training (NW-side and UE-side) does not support extendibility to train new NW-side model compatible with UE-side model in use.
Proposal 2:	Include the following in the pros-and-cons table for the training types:
· For Type 3 NW-first training, extendibility to train new NW-side model compatible with UE-side model in use is not supported.
· For Type 3 UE-first training, extendibility to train new UE-side model compatible with NW-side model in use is not supported.
Proposal 3:	Include the following note in the pros-and-cons table for the training types: “Note: extendibility can be achieved by combining different training collaboration type 3”.
Proposal 4:	Include the following in the pros-and-cons table for the training types regarding the feasibility of allowing UE side and NW side to develop/update models separately:
· NW-side Type 1: Feasible for NW-side, not feasible for UE-side
· UE-side Type 1: Feasible for UE-side, not feasible for NW-side
Type 2 sequential (NW-first): Feasible for NW-side, feasible for UE-side if gradient exchange is supported

IIT Madras, IIT Kanpur

Proposal 2: Refer to highlighted section in Table 1
Table 1 Pros and Cons of Training Type 1 [2]
	Training types/
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.
	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available.
	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.
	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes
	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment (note 4)
	Flexible only if UE supports the new structure
	Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
	FFS
	FFS
	FFS

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration
	No
	No
	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	Yes, a compatible model can be trained with any structure.
	Yes
	Yes, with model delivery from UE to NW. No, otherwise. 
	Yes, with model delivery from UE to NW. No, otherwise. 

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes, with model delivery from UE to NW. No, otherwise. 
	Yes, with model delivery from UE to NW. No, otherwise. 
	Yes, a compatible model can be trained with any structure.
	Yes

	Whether training data distribution can match the inference device
	Limited
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No for UE
	Yes
	No for NW
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations



ITL


Proposal 1	For CSI compression using two-sided model use case, the following remaining parts in the table are considered to capture the pros/cons of training collaboration Type 1 
	 Training types

Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible
	Infeasible
	Feasible
	Infeasible

	…
	…
	…
	…
	…

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	Yes
	Yes

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Yes
	Yes
	Yes
	Yes





Proposals for CSI compression  
FutureWei

Proposal 1: In CSI compression using two-sided model sub use case, among the pairing information options that are in the forms of model ID (Option 1, Option 2, and Option 3) for the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB, use UE capability report as starting point.
Observation 3: In CSI feedback compression sub use case, AI/ML-based approach can significantly reduce CSI feedback overhead and moderately improve system level performance based on results discussed by companies.
Observation 4: In CSI feedback compression sub use case, some aspects being discussed as part of the pros and cons analysis among different training collaboration types have not been evaluated under the EVM agenda item, for example:
· Type 1: NW side training with “unknown model structure at UE” 
· Type 1: UE-side training with “unknown model structure at NW”
· Combining different training collaboration type 3
Observation 5: In AI/ML-based CSI feedback compression sub use case, many challenges need to be considered and further studied, at least for the following (assuming no de-prioritization):
· There are at least 8 realization/implementation options considering 3 training collaboration Types and alternative sub-types.
· The alignment options and mechanisms between CS generation part at UE and CSI reconstruction part at gNB for each realization/implementation option identified by companies and the potential of supporting multiple options at the same time.
· The associated LCM operations and procedures may be very complicated when considering all the realization/implementation options identified. 
· Dataset collection and especially for the mechanisms/signalling to handle the potential dataset sharing between the NW and UE side (e.g., at least for Type 3) when considering multiple options if supported.
· Approaches/mechanisms for inter-operability associated with each realization/implementation option identified and the handling of interactions among multiple supported options when encountered may be very complicated.
Proposal 2: In AI/ML-based CSI feedback compression and reconstruction sub use case, the variations or alternatives of any identified training collaboration type that have been discussed for training type comparison purpose but have not been evaluated should not be considered before further performance and complexity evaluations are completed.

Proposal 3: In AI/ML-based CSI feedback enhancement use case, consider at least the following before normative work for CSI compression and reconstruction sub use case:
· Further evaluate the performance and complexity associated with the implementation variations of the 3 identified training collaboration types that have not been evaluated in Rel-18.
· Further study the LCM associated with supporting multiple training collaboration types and/or multiple implementation variations of the same training collaboration type. 
· Further study the mechanisms for handling inter-operability associated with supporting multiple training collaboration types and/or multiple implementation variations of the same training collaboration type. 
· Depending on the outcome of the further study, further down-selection of any of the above or de-prioritization of some options should not be precluded.

Huawei

Observation 1: The motivation of introducing the assistance information for assisting UE side data categorization is not clear considering the following points:
· UE can train a generalized model that is applicable to multiple scenarios/antenna layouts.
· UE can autonomously sense the scenario without the need for gNB/UE notification.
· The categorization rule and granularity of the scenarios identified by Network side may not match the categorization rule of the UE side.
· To achieve aligned categorization rule, offline interoperation of the physical meaning (scenarios/antenna layouts) of the categorization ID between Network side and UE side may be unavoidable, which harms the engineering isolation and discloses the proprietary.
Proposal 3: There is no need to further discuss details of model pairing for CSI compression at Rel-18 study item.
Proposal 4: For CSI compression, confirm the necessity/feasibility of ground-truth CSI report of R16 eType II CB with new/larger parameter(s) for Network side data collection for model training and model performance monitoring.

Proposal 5: In CSI compression with training collaboration Type 3, the following aspects could be further considered for over the air dataset delivery from RAN1 perspective, including:
· Dataset ID, which is used to differentiate the models to be trained at the opposite side.
· Dataset size, e.g., the number of data samples contained in the delivered dataset.
· Rank>1 model type and related information.
· Scalability information.

Proposal 6: For the dataset delivery of CSI compression over air-interface, Network can split the overall dataset into many subsets each with a limited number of data samples (e.g., with an overhead comparable to the RRC signaling). The subsets can be separately sent to different UEs, and all subsets are associated with a common dataset ID for the UE side recombination.

Proposal 7: It is recommended to continue the study of AL/ML-based CSI compression in Rel-19, including temporal-spatial-frequency domain CSI compression as extension of spatial-frequency domain CSI.

Ericsson:

Proposal 5. [bookmark: _Toc149938890]Do not include CSI compression in Rel.19 normative work on AI/ML for PHY.


Observation 1	The 50% overhead reduction by AI/ML CSI compression (as reported by some companies) does not increase DL MU-MIMO usage and does not improve DL system level performance. Hence, CSI coverage extension is not a motivating reason for specifying AI/ML based CSI compression.
Observation 2	Training collaboration type 1 does not, in general, make any assumptions on model transfer/delivery.
Observation 3	Transferring a model directly from the UE to the gNB, or having the UE instruct the gNB what model to download and run, may not be implementable in practice.
Observation 4	Training Type 2 Sequential is not accurately captured in the TR. This is a great risk for confusion.
Observation 5	Type 2 Sequential training naturally starts with the NW vendor, as starting with the UE vendor is equivalent to UE first Type 3 training.
Observation 6	The following model pairing ID design principle shall be considered for model pairing Case 1
	Different NW-part models (e.g., Decoder A and Decoder B) that are trained by using different training datasets are assigned with different logical pairing IDs (e.g., Pairing ID A and Pairing ID B).
	Different UE-part models (e.g., Encoders 1_X1:A, Encoder 1_X2:A, Encoder 1_Y1:A, and Encoder 2:A) trained with the same NW-part model (e.g., decoder A) are assigned the same logical pairing ID as for the NW-part model (e.g., Pairing ID A)
	A pairing ID shall be designed to enable the differentiation between different pairs of two-sided models that are trained by using different training datasets.
Observation 7	The following model pairing ID design principle shall be considered for model pairing Case 2
	Different NW-part models (e.g., Decoder A1, Decoder A2, Decoder B1) trained by using different training datasets (e.g., Dataset A1, Dataset A2, Dataset B1) are assigned with different logical pairing IDs (e.g., Pairing ID A1, Pairing ID A2, Pairing ID B1)
	Different UE-part models (e.g., Encoders 1_X1:A1, Encoder 1_Y1:A1, and Encoder 2:A1) trained with the same NW-part model (e.g., decoder A1) are assigned with the same logical pairing ID as for the NW-part model (e.g., Pairing ID A1)
	A pairing ID shall be designed to enable the differentiation between different pairs of two-sided models that are trained by using different training datasets.
Observation 8	The following model pairing ID design principle shall be considered for model pairing Case 3
	Different NW-part models (e.g., Decoder A1_1 and Decoder A1_2) trained with different AI/ML design choices by using the same training dataset (e.g., Dataset A1) are assigned with different logical pairing IDs (e.g., Pairing ID A1_1 and Pairing ID A1_2).
	Different NW-part models (e.g., Decoder A1_1 and Decoder A2_1) trained by using different training datasets (e.g., Dataset A1 and Dataset A2) are assigned with different logical pairing IDs (e.g., pairing ID A1_1 and pairing ID A2_1).
	Different UE-part models (e.g., Encoders 1_X1:A1_1, Encoder 1_Y1:A1_1, and Encoder 2:A1_1) trained with the same NW-part model (decoder A1_1) are assigned with the same logical pairing ID as for the NW-part model (e.g., Pairing ID A1_1)
	A pairing ID shall be designed to enable the differentiation between different pairs of two-sided models that are trained using different training datasets and/or using different AI/ML model design choices (e.g., different model structures).
Observation 9	A standard data collection procedure based on UE reporting the ground truth CSI is required for minimizing the complexity and data processing cost of the model design and for data quality assurance.
Observation 10	A standard data collection procedure based on UE reporting the ground truth CSI is required to support the network to collect the training data when needed, e.g., for proprietarily fine tuning its decoder, or for collecting training data for evolving the model to support new scenarios.
Observation 11	Existing eType II formats are inferior at representing the optimal precoders of the channel, compared to new extended formats. The discrepancy is worse for higher layers.
Observation 12	Existing eType II formats cannot be trusted as a Ground truth CSI for model monitoring. Extended formats can be trusted for model monitoring and come with an acceptable payload size.
Observation 13	Data collected in a modified eType-II format with new parameters can achieve training result close to the ideal. However, using legacy eType-II format for training data collection can come at a noticeable performance degradation.
Observation 14	Eventual KPI based monitoring has low complexity, low overhead, and can capture network MU-MIMO performance. The NW can perform frequent monitoring of eventual KPIs and use it as a first step for detecting potential AI/ML feature/functionality failure.
Observation 15	It is necessary to specify UE reporting high resolution target (ground-truth) CSI to enable NW-side intermediate KPIs based monitoring of the two-sided CSI-compression model performance.
Observation 16	NW-side monitoring of the two-sided CSI-compression model based on ground-truth CSI reporting is expected to be executed infrequently (e.g., event triggered or periodically with a large periodicity), hence, the monitoring data collection overhead for this model monitoring method is in general not an issue.
Observation 17	UE-side based monitoring of eventual KPI is not feasible as the UE does not have CSI-RS precoding information and cell shaping information nor can it capture the model’s performance in MU-MIMO which is the main motivation for AI/ML based CSI reporting.
Observation 18	Input/output data distribution-based monitoring method put requirements on computation power and memory at the UE side. Data drifts detected at the UE-part of a two-sided model does not necessarily mean that the two-sided model is not functioning.
Observation 19	For CSI compression using two-sided model use case, the method of UE-side monitoring based on the output of the CSI reconstruction model indicated/provided by NW does not seem to be feasible in practice, since it may open for disclosing proprietary aspects of the NW-part model.
Observation 20	For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 2-1 with a CSI reconstruction model or Case 2-2 with an intermediate KPI prediction/estimation model) at the UE may not provide accurately monitoring results, since the proxy intermediate KPI statistics derived/obtained from the proxy model may not reflect the actual intermediate KPI statistics of the two-sided CSI-compression model.
Observation 21	For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 2-1 with a CSI reconstruction model or Case 2-2 with an intermediate KPI prediction/estimation model) at the UE imposes an additional set of model LCM overhead for training/deploying/monitoring/testing the proxy model.
Observation 22	For CSI compression using two-sided model use case, it is unclear if proxy model based model monitoring solutions can reduce the over-the-air signalling overhead, since additional signalling overhead is required for monitoring the performance of the proxy model.
Observation 23	Quantization alignment between the encoder and the decoder is needed in two-sided CSI compression.
Observation 24	Quantization alignment can be achieved via standardized quantization or via information exchanges, e.g., during the training phase.
Observation 25	Non-standardized quantization may introduce the need for the NW to know detailed information about what UE is being served.
Observation 26	If the distribution of the quantization point of the scalar quantization is to be standardized, uniform quantization should be used as the starting point.
Observation 27	The SI has not concluded on whether to support flexible UCI bits via flexible quantization bits, flexible encoder output size, or both, and whether number of quantization bits should be part of the CSI report configuration.
Observation 28	VQ has comparable performance as SQ under the same training cases, but the standardization effort required for VQ is substantially larger.
Observation 29	A benefit of a ground-truth CSI definition based on eType-II is that CBSR can straightforwardly be applied by gNB to UE configuration of the target.
Observation 30	For eigenvector-based CSI reporting, CBSR configuration using a codebook (e.g. NR Type-I codebook) can still be used for subspace indication to restrict the UE from reporting CSI having a high correlation with the restricted subspace.
Observation 31	CSI-RS resource configuration needs to be studied in 3GPP for CSI prediction use case.  At least for data collection for model training, CSI-RS configuration needs to be enhanced to indicate the association between CSI-RS resources used for measurements in an observation window and CSI-RS resource(s) used for ground-truth labels in a prediction window, and to maintain a reasonable signalling and resource overhead.

Proposal 1	Do not include CSI compression in Rel.19 normative work on AI/ML for PHY.
Proposal 2	For AI-based UE-sided CSI prediction use case, from RAN1 perspective, at least the following are recommended for normative work
	Necessary signaling/mechanism(s) to facilitate data collection, model inference and performance monitoring.
	Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling.
Proposal 3	Accept the following answers to be included in the table summarizing pros and cons for collaboration type 1, for inclusion in the TR.
Proposal 4	In the TR, capture the following description as an example of training collaboration Type 2 Sequential.
Proposal 5	Adopt the following change in the TR, to clarify that Type 2 Sequential training can only start with NW side training. For Type 2 (Joint training of the two-sided model at network side and UE side, respectively), note that joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately. Further, note that sequential training starts includes starting with UE side training, or starting with NW side training.
Proposal 6	Modify the discussed table that summarize the training collaboration Types 2 and 3 as below and add it to the TR.
Proposal 7	For the CSI compression using two-sided AI/ML model use case, the model pairing shall support NW implementation flexibility where multiple NW-part models can be designed by using the same dataset.
Proposal 8	Capture in TR the following requirements and assumptions from RAN1 perspective for the design of pairing ID for CSI compression using two-sided AI/ML model use case. The pairing ID design including how to achieve the globality of the pairing ID can be discussed in RAN2. The pairing ID design and assignment may or may not have 3GPP spec impact.
	Different NW-part models trained with different AI/ML design choices (e.g., different model structures) by using the same training dataset are assigned with different logical pairing IDs.
	Different NW-part models trained by using different training datasets are assigned with different logical pairing IDs.
	Different UE-part models trained with the same NW-part model are assigned with the same logical pairing ID as for the NW-part model.
	A pairing ID shall be designed to enable the differentiation between different pairs of two-sided models that are trained using different training datasets and/or using different AI/ML model design choices.
Proposal 9	Capture in TR that in CSI compression using two-sided model, the legacy UE capability reporting framework shall be used as a starting point for model pairing, where Pairing ID can be considered as part of the UE capability report, and functionality-based LCM is applied for this use case.
Proposal 10	In CSI compression using two-sided model use case, the pairing ID indicated by the gNB can be used to address signalling of NW-side additional conditions to the UE.
Proposal 11	In CSI compression using two-sided model, UE-side additional conditions can be addressed by UE reporting of pairing IDs. The following aspects can be considered in the design of such UE reporting:
	Report status updates that one or more logical CSI generation models at the UE are not functioning well with the CSI reconstruction model at the gNB.
	Report status updates that one or more new logical CSI generation models associated to one or more newly supported Pairing IDs are added for the UE.
	Report status updates that one or more deactivated logical CSI generation models start functioning again (e.g., based on UE-side model performance monitoring).
Proposal 12	The details of signalling design for addressing UE-side additional conditions can be discussed in the potential normative phase.
Proposal 13	Conclude in the SI that it is necessary to standardize UE reporting ground truth CSI for NW side data collection for both model training and model monitoring.
Proposal 14	Conclude in the SI that it is necessary to define ground truth format for NW-sided data collection for both model training and performance monitoring.
Proposal 15	In the TR, capture at least one of the following modified eType-II formats as a suggested standardized format for ground truth CSI.
	New parameters , , , 4 bits for reference amplitude, 3 bits for differential amplitude, and 4 bits for phase quantization.
	New parameters , , , 6 bits for reference amplitude, 4 bits for differential amplitude, and 6 bits for phase quantization.
Proposal 16	In CSI compression using two-sided model use case, capture in TR that ground-truth CSI report based on enhancements of the eType-II format with new parameters shall be defined to ensure high-accuracy model monitoring at the NW-side. Potential specification impact to enable intermediate-KPI based model monitoring at the NW side based on ground-truth CSI reporting include:
	Reuse the ground truth format (e.g., Rel16 eType II CB with new parameters) defined for NW-side data collection for model training (see Proposal 16)
	RRC-message based and L1-fast CSI reporting-based methods to support UE reporting the ground truth CSI together with the encoder output for NW-side data collection for performance monitoring
	Signaling and configuration for event triggered and periodical NW-side data collection for performance monitoring
Proposal 17	Capture the following three options in the TR for intermediate-KPI based performance monitoring at the UE side. The study of the feasibility, complexity and signaling overhead of these options has not been concluded in the SI:
	Option 1: UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated with the CSI report, indicated by the NW, or obtained from the network side.
	Option 2: UE-side monitoring based on the output of a proxy model at the UE-side, where the proxy model is a proxy CSI reconstruction part.
	Option 3: UE-side monitoring based on the output of proxy model at the UE-side, where the proxy model directly outputs intermediate KPIs.
Proposal 18	Conclude that quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW shall be realized by standardized quantization methods.
Proposal 19	Conclude that in scalar quantization, the different encoder outputs in the output layer should be quantized with the same granularity.
Proposal 20	It is recommended to specify SQ for quantization/de-quantization. The quantization levels, such as the number of bits, distribution (e.g., uniform, log-uniform), etc., can be further studied.
Proposal 21	In CSI compression using two-sided model use case, conclude and capture in TR that the design of the UCI format for AI-based CSI report shall reuse the legacy CSI reporting principle:
	divided the bits into CSI Part1 and CSI part 2, where  bits in CSI part 1 carries auxiliary information common across all the layers/eigenvectors, and  bits in CSI part 2 are used to complete the interpretation of the output CSI, and   bits in CSI part 2 represent the quantized latent space output of the encoder.
	bit segmentation for CSI part 2 shall be designed following legacy principle, e.g., bit segmentation per layer/eigenvector.
	Priority rules for CSI omission shall also follow legacy principle using a priority function, and it shall be agnostic to the model design (e.g., whether it is generated by using layer-specific models or layer-common model).
Proposal 22	Model ID should not be used to select UCI payload. Instead, if a CSI configuration/functionality can support multiple payloads, the CSI report should contain an explicit indication of which one is selected.
Proposal 23	Conclude in this SI that Option 1 is preferred where the CQI is calculated based on a hypothetical CSI which is derived, in a standardized fashion, from ground-truth CSI.

SEU:
Observation 1: For CQI is calculated based on CSI reconstruction output, where CSI reconstruction part at the UE is the same as the actual CSI reconstruction part used at the NW, the performance reached the upper-bound with the AI/ML for CSI feedback enhancement architecture. However, it would increase the computation and storage resource consumption to a large extent at UE side.
Observation 2: For CQI is calculated based on proxy CSI reconstruction output, where CSI reconstruction part at the UE is different from the actual CSI reconstruction part used at the NW, simulation result shows that the proxy reconstruction model is necessary for minimizing the precoding matrix mismatch at the UE and NW sides.
Observation 3: For CQI is calculated based on proxy CSI reconstruction output, where CSI reconstruction part at the UE is different from the actual CSI reconstruction part used at the NW, simulation result shows that the proxy reconstruction model is evaluated to achieve more accurate CQI selection. Compared to CQI calculated based on actual reconstructed CSI, this method achieves high CQI accuracy of 92%. Compare to CQI calculated based on target CSI, this method increases the accuracy by 54%.
Observation 4: For CQI is calculated based on proxy CSI reconstruction output, where CSI reconstruction part at the UE is different from the actual CSI reconstruction part used at the NW, simulation result shows that it can achieve the same level of effective rate as the upper-bound without large computation and storage resource consumption for the actual CSI reconstruction part used at the NW.
Observation 5: For CQI is calculated based on proxy CSI reconstruction output, where CSI reconstruction part at the UE is different from the actual CSI reconstruction part used at the NW, feasibility and complexity of this method should be further discussed in addition to the effectiveness evaluated above.
Proposal 1: Option 2a is further categorized into 2 sub-options as follows:
Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Option 2a-(a): CQI is calculated based on CSI reconstruction output, where CSI reconstruction part at the UE is the same as the actual CSI reconstruction part used at the NW.
· Option 2a-(b): CQI is calculated based on proxy CSI reconstruction output, where CSI reconstruction part at the UE is different from the actual CSI reconstruction part used at the NW.
Observation 6: For CQI is calculated based on target CSI with realistic channel measurement, simulation results show that this method results in fluctuating and unneglectable gap in CSI reconstruction SGCS. Further, simulation result shows that the CQI accuracy collapses If CQI is calculated based on the target CSI with realistic channel measurement, as UE tends to over-estimate the channel condition and reconstructed PMI and CQI are not matched.
Observation 7: For CQI is calculated based on target CSI with realistic channel measurement and potential adjustment, this method calculates more accurate CQI compared to CQI calculated based on target CSI with realistic channel measurement. However, the potential adjustment needs to be further categorized and discussed.
Observation 8: For CQI is calculated based on legacy codebook, as there is a large mismatch on precoding matrix, CQI is more likely to be inaccurate. Moreover, it is unnecessary for UE to support traditional codebook-based and AI/ML-enabled CSI feedback scheme simultaneously for complexity.
Observation 9: For CQI is calculated using two stage approach, where UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder, it would introduce additional latency and overhead. Also, this method encounters CQI aging problem because of fast fading channels.
Proposal 2: the performance, feasibility, complexity and other concerning aspects of all the CQI determination options should be concluded in work item.
Proposal 3: According to initial evaluations on performance and specification impacts, the following down-selections are proposed:  
•	Prioritize the specification impact discussions on Option 1b and Option 2a-(b).
•	No further discussion on specification impacts for Option 1a, Option 1c, Option 2a-(a) and Option 2b.

ZTE: 

Summary for CSI compression
Observation 1: Regarding SGCS simulation results for CSI compression (median value), compared with the legacy scheme with e-Type II,
· Only around 5% SGCS gain is observed for AI/ML approach for around 89% (8/9) of the simulated cases under different rank/layer and payloads. 
Observation 2: Regarding UPT simulation results under FTP traffic model for CSI compression (median value), compared with the legacy scheme with e-Type II,  
· For max rank 1 and rank 2, 
· AI/ML approach shows less than 5% mean-UPT gain for the case of low and medium RU, and around 10% mean-UPT gain for the case of high RU and low feedback overhead.
· AI/ML approach shows less than 5% gain of 5%-UPT for most cases of low and medium RU, and 11.1%~17.96% 5%-UPT gain for the case of high RU and low/medium feedback overhead.
· For max rank 4, 
· AI/ML approach shows 5.1%~14.89% mean-UPT gain and 7.1%~23.27% 5%-UPT gain according to the simulation results from 3 sources.
Observation 3: Regarding UPT simulation results under full buffer traffic model for CSI compression (median value), compared with the legacy scheme with e-Type II,
· AI/ML approach shows less than 10% UPT gain for different ranks and overheads.

Proposal 3: For CSI compression using two-sided model, prioritize NW-first training collaboration Type 3 as a starting point.
Observation 7: Enhanced eType II CB (i.e., PC10) for one training sample increases the overhead by 50% compared to Rel-16 eTypeII CB with the maximal payload (i.e., PC8) but keeps similar model performance as ideal CSI, which can be acceptable to be carried on UCI. 
Proposal 4: For network side data collection, support to further study
· Enhanced Rel-16 eTypeII codebook design to achieve high-resolution CSI for model training and performance monitoring
· PHY signaling or RRC signaling to report the high-resolution CSI.
Proposal 5: To enable high-quality data collection from UE to network, at least support
· UE reports data quality related information to NW, e.g., SINR, CQI, positioning information
· NW configures a threshold of data quality to UE and UE only reports the qualified data to NW
Proposal 6: For CSI compression sub use case, the pairing information of the network part model and the UE part model can be viewed as a logical ID, e.g., model ID and dataset ID.
Proposal 7: For CSI compression sub use case, model pairing between the network part model and the UE part model can be achieved during model identification procedure.
Proposal 8: Further categorize the Option 1b as following:
· Option 1b-1: CQI is calculated based on target CSI with realistic channel measurement and adjusted by previous CSI reconstruction output provided by gNB
· Option 1b-2: CQI is calculated based on target CSI with realistic channel measurement and adjusted by CQI adjustment table provided by gNB.
Proposal 9: According to initial evaluations on performance and specification impacts, the following down-selections are proposed:  
· Prioritize the specification impact discussions on Option 1a, Option 1b-2 and Option 2a-2.
Proposal 10: In CSI compression using two-sided model use case, LI determination should be studied along with CQI determination, e.g., rank model is applied for AI/ML-based CSI feedback. 
Proposal 11: In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
Proposal 12: Support UE to report more channel information for MU-MIMO scheduling, e.g., full rank report based on the AI/ML model.
Proposal 13: In CSI compression using two-sided model use case, further study the methods and potential specification impacts on mapping priority and omission rule for AI/ML CSI report,
· Dynamic quantization resolution to reduce payload
· Divide the CSI into multiple groups with different priority and omit the CSI groups with low priority, e.g., according to layer, subband and port
· CSI reporting is separated into multiple reports and the association among the multiple reports should be established 
Proposal 14: In CSI compression using two-sided model use case, deprioritize the study on UE-side monitoring based on the output-CSI transmitted from NW to UE.
Observation 8: UE side proxy model is usually developed with a smaller size or simpler structure compared with the actual CSI reconstruction model used at NW side, since the computational/storage capability of UE device is limited. Consequently, the weak learning capability of proxy model incurs worse generalization performance than the actual CSI reconstruction model at network side. 
Observation 9: UE side proxy model is likely to be operated under collaboration level x, since additional LCM of the UE-side proxy model will impose huge burden on the network side. Without such additional LCM, the monitoring performance of the proxy model is not invincible at NW side. 
Proposal 15: In CSI compression using two-sided model use case, for NW-side training collaboration Type 1 and NW-first training collaboration Type 3, data collection for training and LCM of UE-side proxy model for performance monitoring should be deprioritized.  
Proposal 16: Prioritize to study the specification impacts on at least the following case for model performance monitoring, 
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE. 
Observation 10: For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model.
Proposal 17: Further study the potential mechanisms and specification impacts on monitoring model performance of the CSI generation model and CSI reconstruction model separately based on dataset sharing.

Fujitsu: 

Observation-1: In UE-side AI/ML model performance monitoring using a proxy model, the expectation of a simple structure and small size contradicts to the needs of a strong generalization capability for a proxy model to work well in various scenarios that a UE meets.

Observation-2: Using multiple proxy models for UE-side AI/ML model performance monitoring results in additional burden for model management, as well as potential additional overhead because of the assistance information required for choosing a right proxy model among multiple ones.

Observation-3: A significant AI/ML model training performance enhancement is obtained by using the training dataset composed by Rel-16 e-type II-like codebook with enhanced parameter values, compared to that with specified parameter values, such as PC6 and PC8.

Proposal-3: In CSI compression using two-sided model use case, support the NW and UE interaction for AI/ML model alignment.
· UE initiated: UE reports the pairing information for NW confirmation.  
· NW initiated: NW indicates the pairing information supported for UE confirmation.
· Pairing information can be considered as model ID.
Proposal-4: In the CSI compression using two-sided AI/ML models sub use case, study using local model IDs in AI/ML model operations and CSI configuration/reporting after model alignment between UE and NW, which reduces the overhead compared to global model IDs.
Proposal-5: For the sub use case of CSI compression using two-sided AI/ML models, global model ID is sufficient for model alignment, and there is no need to introduce pairing IDs.
Proposal-6: In CSI compression using two-sided AI/ML models sub use case, further study the configurations and CSI reporting formats required for various AI/ML model settings. In particular, down select one from the following for the purpose of reducing the workload in normative phase.
· AI/ML-model-setting-specific CSI configurations and CSI reporting formats.
· A configuration and CSI reporting format adapting to various possibilities, including at least
· layer specific and rank common.
· layer specific and rank specific.
· layer common and rank common.
· layer common and rank specific.
Proposal-7: For the sub use case of CSI compression using two-sided AI/ML models, study the rules for setting the CSI priority. As an example, the spatial layer indicator can be an option.
Proposal-8: In the CSI compression using two-sided AI/ML models sub use case, the approach of RI determination in legacy CSI reporting can be used as a starting point.
Proposal-9: In the CSI compression using two-sided AI/ML models sub use case, the feasibility, reliability, and generalization capability of the UE-side AI/ML model performance monitoring using proxy model(s) should be evaluated and concluded before any further discussion on the related specification impacts.
Proposal-10: In the NW-side AI/ML model performance monitoring for CSI compression, prioritize the study of using the codebook-based quantization method to obtain the ground-truth CSI, e.g., Rel-16 e-type II-like codebook. Besides, adding new parameter values to legacy codebook for higher resolution ground-truth CSI should be studied.
Proposal-11: For the sub use case of CSI compression using two-sided AI/ML models, study the procedures needed for initiating the NW-side AI/ML model performance monitoring.
[bookmark: _Hlk142647218]Proposal-12: In the CSI compression using two-sided AI/ML models sub use case, for the NW-side AI/ML model performance monitoring using an existing CSI feedback scheme as a reference, study the potential specification impacts for the following two options:
· Option-1: UE selects and reports PMI to the NW.
· Option-2: UE computes and reports the intermediate KPI for the reference scheme, e.g., the SGCS of the recovered CSI from PMI and the ground-truth CSI.
· Option-3: NW selects the PMI based on the ground-truth CSI reported by a UE.
Proposal-13: For the CSI compression using two-sided AI/ML models sub use case, study the procedures and signaling needed for the follow-up actions after the AI/ML model performance monitoring, including falling back to legacy codebook-based CSI reporting from AI/ML-based methods.
Proposal-14: For the AI/ML model performance monitoring in the sub use case of CSI compression using two-sided AI/ML models, study the potential specification impacts on monitoring the performance of an AI/ML model in inactivate mode, taking at least the following cases into consideration.
· Initial activation of an AI/ML model.
· Re-activation of an AI/ML model.
Proposal-15: On the issue of NW-side data collection of ground-truth CSI in CSI compression, the container used should vary depending on the purpose of data collection.  Specifically, study the following methods:
· Option 1: physical layer signaling, e.g., UCI, for NW-side AI/ML model performance monitoring.
· Option 2: higher layer signaling, e.g., RRC, for AI/ML model training.
Proposal-16: On collecting ground-truth CSI at NW side for AI/ML model training in CSI compression, enhancing parameter values of Rel-16 e-type II-like codebook offers significant gains, and hence should be specified.
Proposal-17: For the use case of CSI feedback enhancement using AI/ML methods, at least the following are recommended for normative work from RAN1 perspective:
· Both the sub use cases of
· CSI compression using two-sided AI/ML models.
· CSI prediction using UE-side AI/ML model.
· For CSI compression using two-sided AI/ML models, normative works on
· Signaling and mechanisms to facilitate data collection, model inference at both UE and NW sides.
· Signaling and mechanisms to facilitate AI/ML performance monitoring at NW side.
· Signaling and mechanisms to facilitate the alignment of UE and NW part models.
· Signaling and mechanisms to facilitate training collaborations Type 1 and Type 3.
· Signaling and mechanisms to facilitate LCM operations.
· For CSI prediction using UE-side AI/ML model, normative works on
· Signaling and mechanisms to facilitate data collection.
· Signaling and mechanisms to facilitate AI/ML performance monitoring and associated fallback mechanism to legacy CSI reporting.
Proposal-18: To further enhance the performance gain of CSI compression using two-sided AI/ML models, temporal-spatial-frequency-domain CSI compression can be considered in the normative work.

Vivo

Proposal 6: Model ID can be used to represent the paring information as a starting point.
Proposal 7: Recommend type1 training collaboration for two-sided CSI compression as R18 study item conclusion. 
Proposal 8: Recommend to support ground-truth CSI reporting for data collection in model training and monitoring. Consider the following methods:
· Scalar quantization 
· Legacy codebook with enhanced parameter combinations
Proposal 9: Recommend to consider the following approaches for the standardization of quantization method in CSI compression: 
· Standardizing the procedure of aligning quantization methods between vendors while leaving the detailed quantization method to be flexible.

Intel
Observation 1:
· At least the following aspects require further study for NW-side model performance monitoring based on ground truth CSI quantization
· Robustness of model performance monitoring against channel variations in time
· Efficiency of model performance monitoring considering the corresponding CSI feedback overhead
Proposal 3: 
· The following conclusion is made for intermediate KPI-based model performance monitoring with ground truth CSI reporting
· Whether/how to support new CSI report format for ground truth CSI quantization should be decided in future releases considering the corresponding CSI overhead
Proposal 4:
· Conclude that specification enhancements are required for data collection based on CSI feedback
· Support codebook-based (eType II-like) and/or scalar ground truth CSI quantization with higher CSI accuracy and larger CSI reporting overhead comparing to existing Type II codebooks
Proposal 5:
· Pre/post-processing may include at least linear transforms (e.g., DFT across different dimensions), down selection of matrix elements and normalization
· The dimensions of the input matrix are defined by parameters similar to parameters L/M for Enhanced Type II PMI codebook (input matrix corresponds to the AI/ML model input after pre-processing)
· Information from pre-processing step can be reported by the UE together with CSI bits generated by the AI/ML model (e.g., selected basis vectors, basis rotation factor, etc.)

Spreadtrum Comm

[bookmark: OLE_LINK37][bookmark: OLE_LINK40]Observation 1: Introducing proxy model needs to be justified.

Proposal 2: For measurement and reporting of data, L1 and L3 measurement and reporting can be considered at least for CSI/BM use cases. Wherein L1 procedure is more for model management.
Proposal 3: On demand data collection can be considered, at least for data collection at UE side.
Proposal 4: The metric to evaluate the quality of data should be studied, e.g., SNR/RSRP can be considered.
Proposal 5: Codebook-based quantization for ground-truth CSI can be supported.
Proposal 6: For assistance information, study the following information:
· Information for the purpose/type of data collection, e.g., for which use case/feature, for model monitoring or training
· Information for data related, e.g., data size, data format, time scale for data reporting;
· Information for categorizing data, e.g., scenario/cell information, configuration, UE speed
· Information which may involve in privacy issue, e.g., UE/gNB hardware information including TXRU mapping
Proposal 7: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, regarding pairing information, option 3 and option 6 can be considered
· If only one pair of generation model and reconstruction model is considered for one AI/ML enabled feature, option 6 can be considered.
· If multiple pairs of generation model and reconstruction model is considered for one AI/ML enabled feature, option 3 can be considered.
Proposal 8: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following  aspects can be considered:
· Pairing information can be included in the process of functionality/model identification.	
· UE report the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional NW and UE interaction, if needed, to align the pairing information: 
2. UE initiated: UE reports the pairing information for NW confirmation.  
3. NW initiated: NW indicates the pairing information supported in the cell for UE confirmation.
Proposal 9: Regarding CQI calculation, option 1a and/or option 1b can be considered.
Proposal 10: The priority for AI/ML based CSI feedback needs to be considered.
Proposal 11: Introducing   for CSI reports carrying CSI compression information enabled by AI/ML operation in the priority rule for CSI reports.
Proposal 12: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.

Oppo

Proposal 3: CQI should be calculated based on target CSI with realistic channel measurement
Proposal 4: Regarding the CSI input, 
· when UE obtains the CSI generation part from NW in a 3GPP non-transparent way, the network needs to explicitly or implicitly indicate the input interface format of the CSI generation part, e.g. data type, dimension size, normalization/quantification schemes.
· when UE obtains the CSI generation part in a 3GPP transparent way, no need to indicate the input interface through 3GPP protocols
Proposal 5: The performance gain, training complexity, inference complexity, signaling cost for indication and standardization impact of different quantization/dequantization methods need to be evaluated.
· If the quantization/dequantization scheme is not a key contributor to CSI compression/recovery performance, the quantization/dequantization scheme(s) that is relatively simple, easy to indicate and have less standardization impact(e.g. SQ in case 2-1) should be selected first.
Proposal 6: For CSI compression using two-sided model, further study potential specification impact on the quantization/dequantization method for the compressed CSI, including
· At least for training collaboration type3, quantization/dequantization methods should be specified and aligned to ensure the encoder and encoder to be well trained and could work together
· For NW first training, network should indicate the quantization [or the dequantization] method for the compressed CSI to UE.
· For UE first training, UE should indicate the dequantization [or the quantization] method for the compressed CSI to NW.
· Study potential signaling and procedure to indicate the quantization/dequantization method
Proposal 7: The stability of the performance evaluating and decision-making mechanism should be further studied to avoid the interference of random effects on the evaluation results. 
· multiple attempts within an evaluation window both in PHY and high layers would be helpful to obtain a relatively stable evaluation result
· multi-user involved mechanism should be addressed
Proposal 8: To align NW/UE side AI/ML capability (or supported AI/ML based CSI feature/FG), follow options should be studied,
Option1： UE initial, including
Option1-1: UE reports its AI/ML capability on AI/ML based CSI feedback feature/FGs.
Option1-2: UE reports its AI/ML capability on AI/ML based CSI feedback feature/FGs. NW indicates which of the AI/ML based CSI feedback feature/FGs are supported.
Option2：NW initial, including
Option2-1: NW indicates its AI/ML capability on AI/ML based CSI feedback feature/FGs.
Option2-2: NW indicates its AI/ML capability on AI/ML based CSI feedback feature/FGs. UE reports which of the AI/ML based CSI feedback feature/FGs are supported.
For AI-based CSI enhancement, from RAN1 perspective, both of the following items are recommended in Rel-19 WID:
· Sub use case 1: AI-based CSI compression 
· Spatial-frequency domain CSI compression with two-sided model
· Training offline with collaboration type 1 and type 3 training is assumed, collaboration type 2 training should be deprioritized 
· Sub use case 2: AI-based CSI prediction
· Time domain CSI prediction with UE-sided model
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, performance monitoring and other possible LCM operations for both two sub use cases


CATT

Proposal 3: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB:
· If the interaction between NW and UE on which pairing information is supported by UE is needed, legacy 3GPP framework of capability reporting is reused as a starting point, i.e., the pairing information supported by a UE is reported from UE to NW.
· Interaction between NW and UE on which pairing information is supported by the NW is not needed.
Proposal 4: In CSI compression using two-sided model use case, for NW side data collection for model training, focus on studying CSI-RS measurement based data collection.
Proposal 5: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model training, both L1 sianglling based reporting and RRC signalling based reporting are supported.
Proposal 6: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model performance monitoring, L1 signaling based reporting is supported.
Proposal 7: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model training and performance monitoring, legacy CSI feedback framework is reused for L1 signaling based reporting.
Proposal 8: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, regarding target CSI reporting, one of the following two options can be considered:
· Option 1: The target CSI is reported together with its associated CSI report;
· Option 2: The target CSI is reported separately from its associated CSI report.
Proposal 9: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, potential specification impact includes the following:
· How to determine, by the NW side, the association between target CSI and CSI report;
· Signaling and procedures for triggering target CSI reporting;
· Types of 3GPP signaling takes responsibility on target CSI reporting, e.g., physical signaling, RRC signaling;
· Types of target CSI for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of target CSI for model monitoring: scalar quantization and/or codebook-based quantization (e.g., e-type II like).
Proposal 10: In CSI compression using two-sided model use case, if UE side intermediate KPIs based monitoring based on transmission of output-CSI-UE from NW side to UE side is supported, the following two options can be considered:
· Option 1: The output-CSI-UE is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization;
· Option 2: The output-CSI-UE is transmitted to the UE in form of transmitting precoded CSI-RS that precoded with the output-CSI-UE.
Proposal 11: In CSI compression using two-sided model use case, if UE side intermediate KPIs based monitoring is supported, potential specification impact includes the following:
· How to determine, by the UE, the association between output-CSI-UE and target CSI;
· Signaling and procedures for indicating output-CSI-UE transmission;
· Types of 3GPP signaling takes responsibility on transmitting output-CSI-UE, e.g., physical signaling, RRC signaling;
· Types of output-CSI-UE for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of output-CSI-UE for model monitoring: scaler quantization and/or codebook-based quantization (e.g., e-type II like).
Proposal 12: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, how to exclude the impacts of other factors other than AI/ML model performance should be studied.
Proposal 13: In CSI compression using two-sided model use case, for NW-side monitoring, it is beneficial to enable performance monitoring using an existing CSI feedback scheme as the reference. Potential specification impacts include triggering and reporting of additional legacy CSI.
Proposal 14: In CSI compression using two-sided model use case, for NW-side monitoring with an existing CSI feedback scheme as reference, the following two options on determining the association between AI/ML scheme and existing CSI feedback scheme for monitoring can be considered:
· Option 1: The AI/ML based CSI is reported together with its associated legacy codebook-based CSI;
· Option 2: Associating the associated AI/ML based CSI and legacy codebook-based CSI to a same reference, the reference can be target CSI, CSI-RS, ID, time-domain/frequency-domain resources, etc. 
Proposal 15: In CSI compression using two-sided model use case, if UE-side monitoring is supported, one of the following schemes is considered:
· Alt 1: UE reports the monitoring metric to NW side to assist the NW side to judge whether the AI/ML model is failed or workable.
· Alt 2: UE reports the judgment on whether the AI/ML model is failed or workable to the NW side.
Proposal 16: In CSI compression using two-sided model use case, for monitoring metric reporting for UE-side monitoring, reuse the legacy CSI reporting framework as a starting point.
Proposal 17: In CSI compression using two-sided model use case, if CQI in CSI report is configured, for CQI determination in CSI report, one of the sub options of Option 1 is adopted:
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook.
Proposal 18: For CQI reporting in CSI compression using two-sided model use case, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
Proposal 19: From RAN1’s perspective, a limited, clear scope is the prerequisite for recommending CSI compression as a potential candidate use case into Rel-19 WI:
· Type 1 and Type 3 training collaboration is prioritized. Type 2 training collaboration is not considered in WI;
· Data collection at NW-side for training is supported;
· Performance monitoring at NW-side is prioritized; 
· Standardized quantization scheme is supported.

Xiaomi

Proposal 3: The supported UE-side part models are reported to gNB through UE capability report as a starting point for model identification. When multiple part models are supported at UE or gNB side, the interaction or procedure of model selection for model compatibility at UE or gNB side need to study. 
Proposal 4: The CSI payload is directly configured by network or implicitly determined by other configuration parameter, e.g., codebook parameter, the number of subband or antenna ports, and so on.
Proposal 5: The compressed information located CSI part 2 is divided into N>1 groups for CSI omission, where the values N and how to divide into N groups depends on payload structures for different model types, e.g., layer-specific, layer-common, rank-specific or rank-common.
Proposal 6: The following potential specification impact on UE-side monitoring based on output of CSI reconstruction model at gNB side should be studied:
· The transmission procedure of output of the CSI reconstruction model 
· The transmission method of output of the CSI reconstruction model 
· The robust of monitoring performance
Proposal 7: The specification impact on how to monitor inactive model needs to study.
Proposal 8: For AI/ML-based CSI feedback, Both CSI compression feedback and CSI feedback based on time domain prediction at UE side are recommended for normative work.

NEC: 
Proposal 1: UE-side monitoring based on proxy model should be studied in R18 SI.
Proposal 2: UE-side monitoring based on output CSI sent by NW can serve as an alternative to UE-side monitoring based on proxy model.
Proposal 3: Study to trigger both an AI/ML-based CSI report and a non-AI/ML-based CSI report simultaneously.
Proposal 4: Model monitoring (e.g., calculation of performance metrics) should take into account different ranks.
Proposal 5: Potential structure of the CSI payload should be studied before discussing the priority rule regarding CSI omission, e.g., layer-wise, subband-wise, antenna port-wise.
Proposal 6: For CSI payload having the layer-wise structure, study the following options for CSI omission.
· Option 1: the whole layer is omitted.
· Option 2: partial CSI bits in the same layer is omitted.

LGE: 

Proposal #2: If multiple pairing information are reported, additional assistant information such as applicable condition, meta data and time stamp can be further considered for properly applying compatible UE side model.  
Proposal #3: Conclude that CSI-compression using two-sided AI/ML model has a potential benefit of CSI feedback overhead reduction, but RAN1 has no consensus on its DL performance benefit. In addition, it has potential challenges on its applicability with respect to dataset collection/sharing for training, model delivery/transfer, model update, etc. 

Panasonic

Observation 10: For CQI determination in CSI report, further study following options.
· Option 1: CQI is NOT calculated based on the output CSI reconstruction part from the realistic channel estimation.
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement.
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment.
· Option 2: CQI is calculated based on the output on CSI reconstruction part from the realistic channel estimation.
· Option 2a: CQI is calculated based on CSI reconstruction output if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
· The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the network.
Observation 11: There are at least two purposes for performance monitoring. One is to check new untested model / parameter behavior. The other is to check current model / parameters are suitable to current environment.
Observation 12: If AI/ML models are trained by UE side and AI/ML model update cycle is non-real time, UE vendor specific monitoring in offline sufficiently work.
Observation 13: If AI/ML models are trained by network side and AI/ML model update cycle is non-real time, A/B test can be used, and data collected for non-real time performance monitoring can also be used for model training.
Observation 14: Further study Direction 1 and Direction 3 with proxy model framework.
· Direction 1: Network-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE side.
· Direction 3: UE-side monitoring based on the output of the CSI reconstruction model at the UE side.
· The CSI reconstruction part for performance monitoring at the UE is a proxy model, which is different from the actual CSI reconstruction part at the network.
Observation 15: Data collection for model training and non-real time (slow) monitoring is not required to be real-time and then latency requirement can be larger.
Observation 16: Ground-truth CSI reporting f could be realized through U-plane at least for data collection for model training and non-real time (slow) monitoring.
Observation 17: Assuming fast monitoring is 100s of ms order, U-plane, RRC or MAC-CE can be sufficient.
Observation 16: For the case that ground-truth CSI reporting is sample-by-sample and if a few milliseconds order is necessary for fast monitoring, ground-truth CSI might be better to be implemented via L1 signaling such as UCI.
Observation 18: On data sample type / format for ground-truth CSI reporting, high resolution codebook-based format e.g., legacy codebook (e.g., eType II codebook) with potential enhancements such as extend more configurations in some parameters, should be studied.
Observation 19: For network-side data collection, at least time stamps/cell ID and UE location should be considered as the assistance information.
Observation 20: For network-side data collection, the necessity and feasibility of UE reporting Rx antenna spacing and Rx RF gain imbalance to network should be studied.
Observation 21: For UE-side data collection, to identify the scenario / configuration in which the data is being collected, assistance information should be studied. Instead of informing actual configuration, some kind of configuration ID is necessary.

Sony:

Proposal 4: RAN1 should support that UE can report the supported CSI generation model information in UE capability report to enable the two-sided model pairing for CSI compression use case.
Proposal 5: When UE support multiple CSI generation model, UE can report multiple supported CSI generation model information in UE capability report and gNB configure the CSI generation model to UE based on the UE capability report to enable the two-sided model pairing for CSI compression use case.
Proposal 6: 
In CSI compression using two-sided model use case, for output-CSI-UE and input-CSI-NW, option 1 is prioritized. 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix represented using angular-delay domain projection
· Note : Further down-selection between 1a and 1b is not precluded.
Proposal 7: RAN1 should support periodic/aperiodic feedback of the raw data of CSI which is not compressed using AI/ML model from UE to NW for NW-side monitoring in CSI compression using the two-sided model use case.
NVIDIA 

Proposal 8: For AI/ML model training for CSI feedback enhancement, study potential specification impact related to training data type, training data source determination, and assistance signalling and procedure for training data collection.
Proposal 9: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 10: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning.
Proposal 11: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model input for inference (e.g., quantization and feedback message size), type of model input, and model input acquisition and pre-processing.
Proposal 12: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model inference output (e.g., quantization and feedback message size) and post-processing.
Proposal 13: For AI/ML based CSI feedback, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.
Proposal 14: For AI/ML based CSI feedback, study the aspects that should be specified as conditions of a Feature/FG available for functionality.
Proposal 15: For AI/ML based CSI feedback, study the aspects that should be considered as additional conditions and how to include them into model description information during model identification.
Proposal 16: Spatial-frequency domain CSI compression using two-sided AI model should be further studied in Rel-19 before normative work.

Interdigital 


Proposal 1: 		Perform a trade-off analysis of the performance, complexity and standardization impacts of both precoding matrix and explicit channel matrix before prioritizing.
Observation 1:	Different pre-processing types are beneficial under different deployment scenarios and channel characteristics.
Observation2:	Different pre-processing types lead to different AI/ML encoder outputs which need to be known at the decoder.
Proposal 2:		Study support of multiple pre-processing options.
Proposal 3:		Study UE selection and reporting of pre-processor type.
Proposal 4:		Study UE determination and reporting of the RI and CQI based on the input to the AI/ML model at the UE.
Observation 3:	A UE without an up-to-date AI/ML decoder cannot independently detect CQI mismatch.
Proposal 5:		Study means to detect and identify when there is mismatch between a UE’s AI/ML encoder input and the NW’s AI/ML decoder output.
Proposal 6:		Study methods to enable CQI adjustment based on detected CQI mismatch.
Proposal 7:		Study specification impacts of CSI compression using AI/ML including: CSI compression type, support of multiple AI/ML models, new CSI reporting mechanisms and fallback to legacy CSI reporting.
Observation 4:	The compression rate of an AI/ML model can vary based on the channel conditions.
Proposal 8:		Study UE selection and indication of AI/ML model and CSI reporting related information to achieve a required performance.
Proposal 9:		Study using gNB-configured CSI reporting related information for AI/ML model LCM.
Observation 5:	It is possible that the AI/ML encoders do not generalize well across all realistic channel conditions.
Proposal 10:		Study means to configure/reconfigure the UE with the monitoring configuration, including the monitoring metric.
Proposal 11:		For UE-side monitoring, study both time- and event-based triggers for reporting the monitoring metrics. 
Proposal 12:		For UE-side monitoring, study appropriate monitoring metrics to avoid unnecessary model updating or switching. 
Proposal 13:  	For UE-side monitoring, study the UE-side monitoring metrics (including report size, metrics quantization, report frequency) to avoid increasing the feedback overhead. 
Observation 6: 	Potential specification impacts of UE-side monitoring based on the output of the (NW-side) CSI reconstruction model include (but may not be limited to): format of the reconstructed CSI, CSI type (full channel matrix or eigenvector), identification of the corresponding CSI report, information on quantization of the reconstructed CSI.
Observation 7: 	UE-side monitoring based on the output of the NW-side CSI reconstruction model may increase the downlink overhead, because the output CSI reconstructed at the NW needs to be indicated by the NW to the UE.
Observation 8: 	Potential specification impacts of UE-side monitoring based on the output of the CSI reconstruction model at the UE-side include (but may not be limited to): UE indication of the ID of the UE-side reconstruction model, and means to adjust the intermediate KPI to account for the difference between the UE-side and NW-side CSI reconstruction models. 
Observation 9: 	UE-side monitoring based on the output of the CSI reconstruction model at the UE-side appears to have lower overhead compared to UE-side monitoring based on the output of the NW-side CSI reconstruction model.
Observation 10: 	NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report has the potential to increase the feedback overheads as the target CSI is reported by the UE or obtained from the UE-side.
Observation 11:  There is too much variability in the reported results to support progressing the work to the normative stage.
Proposal 14:		In case of NW-side monitoring, study monitoring approaches with low signaling overhead.
Proposal 15:		Study means to mitigate AI/ML encoder model performance degradation.
Proposal 16:		For CSI compression using two-sided model use case, study AIML model switching or AI/ML model (parameter) update to mitigate AI/ML model performance degradation. 
Proposal 17:		Study mechanisms for fallback to legacy CSI reporting (e.g. for cases when AIML model performance is poor). 
Proposal 18: 	Study quantizer/dequantizer updating separate from AI/ML model switching.
Proposal 19: 	Study different alignment levels between quantizer and dequantizer.
Proposal 20: 	For models with quantization non-aware training, study non-uniform quantization as means to determine actual CSI payload size within the NW configured constraints.
Proposal 26:  AI/ML CSI compression sub-use case is NOT recommended for normative work in Rel-19. Possibly, it can be studied further with a broader scope in Rel-19.

China Telecom

Proposal 1: In CSI compression using two-sided model use case, at least option 1 should be deprioritized for UE-side monitoring based on the output-CSI transmitted from NW to UE.
Proposal 2: In CSI compression using two-sided model sub use case, potential specification impact to support NW configuring CSI payload size(s), at least includes: a set of supported CSI payload sizes and the maximum CSI payload size.

Google
Proposal 1: Support the following types of CSI report for CSI compression:
· Type 1 (Compression of channel): UE reports subband L1-SINR and compressed channel
· Type 2 (Compression of channel eigenvector): UE reports compressed channel eigenvector for a configured rank
· Type 3 (Compression of W2): UE reports W1 and compressed W2 for a configured rank
Proposal 2: The priority for non-ML based CSI report should be higher than the priority of ML based CSI report.
Proposal 3: Support the CPU occupancy rule for ML based CSI based on two types processing unit
· Type1 CPU: a measurement processing unit (MPU) used for channel estimation and pre-processing
· Type2 CPU: an inference processing unit (IPU) used for inference for ML based CSI
Proposal 4: Do not support to use SGCS as the metric for ML performance monitoring.
Proposal 5: Support the hypothetical BLER as the metric for ML performance monitoring.
Proposal 6: Support the baseline for model performance monitoring based on the non-ML based CSI, i.e. the CSI based on existing codebook that the UE supports.
· A model performance failure is identified if the hypothetical BLER measured based the ML based CSI and the CQI from the non-ML based CSI is above a threshold
· ML based CSI compression should not mandate the UE to support eType2 codebook
Proposal 7: Support to configure the number of layers for the report for NW side data collection for performance monitoring.
Proposal 8: Support to report singular values for the ground-truth CSI.
Proposal 9: Support to report CQI/RI in addition to the ground-truth CSI. 
Proposal 10: Reuse the existing CPU framework to handle the UE complexity for the measurement and report for NW side data collection.
Proposal 11: Support to maintain the same understanding between the NW and UE on when to perform the measurement for UE side data collection based on the following options:
· Option 1: The measurement for UE side data collection is configured by the NW
· Option 2: UE request CSI-RS for data collection
NTT Docomo

Observation 1: The following model identification procedures are applicable with two-sided model use cases. 
· Model identification type A
It is applicable to type 1, type 2, and type 3 training procedure
· Model identification type B2-1 (model transfer-based model identification)
It is applicable to type 1 training procedure
· Model identification type B2-3 (dataset transfer-based model identification)
It is applicable to NW first type 3 training procedure
Proposal 1: Conclude characteristics of type 1, type 2, and type 3 training procedure based on Table 1 and Table 2. 
Proposal 2: Model ID can be used as pairing information for two-sided model. 
Apple

Proposal 1: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
· UE report the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional RRC based NW and UE interaction, if needed, to align the pairing information: 
1. UE initiated: UE reports the pairing information for NW confirmation, and NW confirm which paring information is supported.  
2. NW initiated: NW indicates the pairing information supported in the cell for UE confirmation, and UE confirm which paring information is supported by the UE.
· If multiple models including different adaptation layers are configured by NW through RRC signaling, UE will choose the final model to indicate it in UCI. 


Proposal 2: In CSI compression using two-sided model use case, adaptation layer can be indicated by: 
· Alt 1: separate model ID/separate paring information 
· Alt 2: Same model ID/paring information with additional sub-model ID/sub-paring information. 


Proposal 3: Continue study CSI compression in R19 focusing on 
· Methods to improve the performance gain over legacy CSI feedback including: cell/site specific model, model using past CSI as input, joint CSI prediction and compression. 
· Impact of CQI/RI particularly when maximum rank 4 is configured. 
· Evaluation on UE side proxy model 

Nokia: 

Proposal 1: Recommend the following normative work for the CSI compression use case: 
Specify compressed CSI reporting based on a two-sided ML model, considering the following:
· Assume offline model training with NW-first Type 3 separate training
· Define mechanisms to ensure compatibility between the UE and NW-sided parts of the two-sided model
· Ensure performance monitoring at the NW-side with possible assistance from the UE (if applicable)
· Actions based on performance monitoring are limited to fallback to legacy codebook CSI feedback
· Outline data collection procedures based on a higher resolution extension of the Rel-16 Type II codebook
· Enhance/reuse CSI measurement and reporting framework to support any LCM-related enhancements 

Samsung:

Observation#1: In CSI compression using two-sided model use case, two-sided model trained by Type 1 training at the network side with UE-part of the model transferred to the UE, if model transfer is feasible, there is no apparent reason for a network to transfer more than one model for a functionality/configuration. Thus, the functionality/configuration ID/information ensures the compatibility. 

Observation#2: In CSI compression using two-sided model use case, two-sided model trained by Type 1 training at the network side with UE-part of the model transferred to the UE, the network can make sure the CSI generation part and CSI reconstruction part are compatible. 

Observation#3 For UE-part of the two-sided models, network-side additional conditions include aspects related to network-part of two-sided models.  

Observation#4: In CSI compression using two-sided model use case, for pairing the UE-part and network-part of two-sided models trained/updated/fine-tuned by Type 3 training starting at the network, indication on network-side setting (network-side additional condition) information consider a solution that provides 
· Abstraction of network’s proprietary implementation information similar to the TCI indication
· Consistency between corresponding data collection for model training and inference.  

Proposal#5: In CSI compression using two-sided model use case, for pairing the UE-part and network-part of two-sided models trained/updated/fine-tuned by Type 3 training starting at the network, indication on network-side setting (network-side additional condition) information consider a solution that provides 
· Abstraction of network’s proprietary implementation information similar to the TCI indication
· Consistency between corresponding data collection for model training and inference.  

Observation#5: The bi-lateral model development framework for Type 2 and Type 3 training types incurs prohibitively large model development and engineering efforts. The vendors’ effort to develop a single model compatible to multiple models from multiple vendors may converge to a common CSI reconstruction scheme. Thus, RAN1 should strive to adopt a common reference CSI reconstruction scheme. 

Lenovo

AI/ML-based spatial/frequency CSI feedback compression simulation results illustrated marginal DL throughput gains, whereas large variations of CSI feedback overhead savings were shown by different companies
Details of training collaboration, model pairing and model delivery for two-sided models with further discussion on the feasibility and applicability in practice is needed
Rel-18 Doppler codebook can be used as a baseline for AI/ML-based spatial/frequency/temporal CSI feedback compression
Additionally, we have the following proposals:
1. In CSI compression using two-sided model use case, use Table 1 to capture the pros/cons of training collaboration Type 2 and Type 3
1. In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects are proposed:
· UE reports the supported AI/ML based CSI feedback features/FGs in a capability report
· UE and NW exchange conditions and additional conditions as the pairing information
· Additional NW and UE interaction to align the paring information:
· UE initiated: UE reports the paring information, and NW confirms which paring information is supported
· NW initiated: NW indicates the paring information supported in the cell, and UE confirms which paring information is supported by the UE
1. In CSI compression using two-sided model use case, study the pros/cons as well as the specification impact of the following two alternatives:
· Alt1. One pairing information is determined such that it uniquely identifies the (physical) models used at the UE and the NW sides
· Alt2. A single pairing information can be associated with different (physical) models at the UE and the NW sides
1. Model pairing information exchange follows the same means of AI/ML model delivery
1. Strive to design the AI-based spatial-frequency CSI compression codebook so that (i) the overall CSI feedback is fixed for different RI values and/or different channel conditions, and (ii) the CSI fields are mapped in an order that enables partial UCI omission of the CSI feedback without jeopardizing the un-omitted CSI feedback
1. Assuming two-sided AI models for CSI compression under training collaboration Type 3, further enhancements are needed to ensure precise CQI characterization due to mismatch between the nominal decoder at the UE side and the actual decoder at the network side
1. Consider Option 1b for CQI reporting, where the UE appends side information to the CQI calculated based on the nominal decoder, such that the side information helps quantify the encoder/decoder mismatch to enable more accurate CQI adjustment to the actual CQI value

MediaTek

1. Capture in the TR, AI/ML for CSI compression is not recommended for normative work in Rel-19. 

Qualcomm

Observation 1:	NW-side or NW-first training types are likely to require a UE to select a different encoder for different vendors’ gNBs. In that case, such training types can be supported only if pairing information is provided to the UE.
Observation 2:	A single model may not generalize to all scenarios in real deployments, and therefore specification should have signaling that allows for multiple models via model ID.
Observation 3:	Any UE-side physical model that is compatible with the same CSI reconstruction model of the NW can be considered to be the same logical model identified by the same pairing ID.
Proposal 5:	The pairing ID enables the UE to select a unique logical model for CSI generation that is compatible with the NW-side CSI reconstruction model. As a result, the pairing ID is a special case of a model ID.
Proposal 6:	Model identification based operation is needed for pairing of two-sided models.
Proposal 7:	Establishing a common understanding of the pairing information associated with a pair of logical CSI generation and CSI reconstruction models can be achieved as part of the model identification step.
Proposal 8:	Adopt the following principles for CSI compression using two-sided models based on agreements in the General Framework agenda:
· A pairing ID is a special case of a logical model ID.
· An AI/ML model identified by a model ID (pairing ID) may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· The model may be assigned a pairing ID (model ID) during the model identification, which may be referred/used in over-the-air signaling after model identification.
Proposal 9:	Adopt the following principle for CSI compression using two-sided models:
· UE can indicate supported AI/ML pairing IDs (model IDs) for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
Proposal 10:	Adopt the following principles for CSI compression using two-sided models:
· The NW uses a model ID to indicate pairing information to identify a UE-side (logical) model that is compatible with a decoder.
· A pairing ID (model ID) may be associated with specific configurations or conditions and additional conditions (scenarios, sites, datasets) as determined/identified between UE-side and NW-side.
· Consistency between training and inference regarding NW-side additional conditions can be achieved through the indication of the corresponding pairing ID to the UE.
· The UE may report updates to applicable pairing IDs (model IDs).
· The NW or UE may activate/deactivate/select/switch pairing IDs (model IDs).
Proposal 11:	Real-time performance monitoring that incurs high overhead, high complexity, or high latency should be deprioritized.
Observation 4:	Model monitoring based on ground-truth provided by UE to the network requires large signaling overhead and may be sensitive to large latency.
Observation 5:	NW-side monitoring incurs additional implementation complexity on the network to implement support for eType-II or enhanced eType-II CSI feedback.
Observation 6:	NW-side monitoring incurs additional processing complexity on the network to reconstruct the CSI from ML-based feedback and enhanced eType-II feedback and compute monitoring metrics for each UE that requires monitoring.
Observation 7:	NW-side monitoring based on ground truth CSI reporting in enhanced eType-II format would require all UEs to have the capability to support enhanced eType-II feature and to compute ML-based CSI feedback and enhanced eType-II based feedback concurrently.
Proposal 12:	Model monitoring solutions should not create a dependency between ML-based CSI feature and UE capability for eType-II or enhanced eType-II CSI feedback features.
Proposal 13:	RAN1 should support a model monitoring solution that will work even for UEs without the capability to support enhanced eType-II based CSI feedback, or the capability to concurrently support eType-II like CSI feedback and ML-based CSI feedback.
Observation 8:	Specification of higher resolution eType-II like CSI feedback mechanism for model monitoring may require a large effort.
Proposal 14:	For model performance monitoring, specification effort for reporting the target CSI with high resolution from UE to network requires clear justification as it incurs additional overhead and complexity and may not be necessary.
Observation 9:	The SGCS estimation model can be trained to achieve good generalization ability across various datasets.
Observation 10:	Model monitoring using an SGCS estimation model that outputs the intermediate KPI directly shows an accurate inference accuracy prediction, low complexity, low overhead, and low latency at the same time.
Proposal 15:	For model performance monitoring, RAN1 should support the UE-side monitoring method that directly outputs intermediate KPI at the UE side.
Observation 11:	RAN1 evaluations confirm that spatial-frequency domain CSI compression using two-sided AI model provides benefits in terms of reduction in CSI feedback overhead (around 50%) and improvement of user perceived throughput (around 15%) relative to the benchmark CSI feedback scheme (Rel-16 Type II).
Proposal 16:	For CSI feedback enhancement, the sub-use-case of spatial-frequency domain CSI compression using two-sided AI model is recommended for normative work.

IIT Madras, IIT Kanpur

Observation 1: The details contained in the pairing information are dependent on the type of training of the CSI compression models. 

Proposal 1: Pairing information should be obtained from the model IDs of the UE-side and NW-side models.

ITL

Proposal 2	It is proposed to prioritize the NW side monitoring for performance monitoring of CSI compression
Proposal 3	For the network/UE side data collection, separate CSI-RS resources/report configurations can be considered for improved model training/performance monitoring and thereby derive the CSI with high resolution by inputting the CSI with low resolution
Proposal 4	It would be beneficial for NW to determine the number of layers for the NW side data collection of ground-truth CSI for model training
Proposal 5	For CSI compression using two-sided model sub-use case, following CSI reporting related configurations can be at least considered for AI/ML based approaches:
· The maximum CSI payload size 
· Set of actual CSI payload size with payload set ID or AI model type ID
· Quantization type/ID with parameters
· Number of subbands, Number of CSI-RS antenna ports / antenna panel dimensions
· Rank restriction
· LCM type information
Proposal 6	For CSI compression using two-sided model sub use case, it should be considered to introduce new or modified type of CSI part(s) accommodating AI/ML specific CSI contents/fields
Proposal 7	For CSI compression using two-sided model sub use case, both AI-CSI collision and legacy CSI collision can be handled by defining new AI-CSI priority rule considering the AI-CSI reporting periodicity and physical channels, AI-CSI contents, serving cell ID and report/model configuration IDs as a starting point
Proposal 8	For the AI-CSI omission issue, it is proposed to discuss the AI-CSI omission method with new prioritization rule at least based on AI-CSI contents and the quantization scheme

Rakuten Symphony 

Proposal 1 : RAN1 discusses and agrees to dynamically modify PRB group size for preparing CSI feedback information.

Proposals for CSI prediction   

Huawei

Proposal 8: It is recommended to study, and if necessary specify CSI prediction in Rel-19, with necessary signaling to support functionality-based LCM without involvement of model ID.

Ericsson

Proposal 14. [bookmark: _Toc149938891]For AI-based UE-sided CSI prediction use case, from RAN1 perspective, at least the following are recommended for normative work
· [bookmark: _Toc149938892]Necessary signaling/mechanism(s) to facilitate data collection, model inference and performance monitoring.
· [bookmark: _Toc149938893]Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling.

Proposal 24	For the CSI prediction use case, conclude that specification impact for CSI-RS resource configuration is identified at least for UE-side model training data collection.
Proposal 25	For performance monitoring for CSI prediction use case with UE side model, conclude to support Type 1 performance monitoring procedure. Deprioritize Type 2 and Type 3.
ZTE: 

Summary for CSI prediction
Observation 4: Regarding SGCS simulation results for CSI prediction (median value), 
· AI/ML approach shows 13.8%~19.2% SGCS gain over the benchmark#1 with/without spatial consistency being considered for the input type of raw channel, while only 5.82% SGCS gain for the input type of eigenvector.
Observation 5: Regarding mean-UPT simulation results for CSI prediction (median value), 
· For FTP traffic model, 
· Compared with benchmark#1, AI/ML approach shows less than 5% mean-UPT gain for the case without spatial consistency, and 17.2% UPT gain for the case with spatial consistency.
· Compared with benchmark#2, AI/ML approach shows less than 5% mean-UPT gain for both cases with and without spatial consistency.
· For full buffer traffic model, 
· Compared with benchmark#1, AI/ML approach shows 7.6%~8.7% mean-UPT gain for both cases with and without spatial consistency.
· Compared with benchmark#2, AI/ML approach shows 2.3%~11.5% mean-UPT gain according to the limited 2 sources.
Observation 6: Regarding 5%-UPT simulation results for CSI prediction (median value), 
· For FTP traffic model, 
· Compared with benchmark#1, AI/ML approach shows approximately 10% gain of 5%-UPT for both cases with and without spatial consistency.
· Compared with benchmark#2, AI/ML approach shows 6.7% gain of 5%-UPT for the case without spatial consistency, and only 1.44% UPT gain for the case with spatial consistency.
· For full buffer traffic model, 
· Compared with benchmark#1, AI/ML approach shows 3.5%~15% gain of 5%-UPT for both cases with and without spatial consistency. 
· Compared with benchmark#2, AI/ML approach shows 6.7%~15.4% gain of 5%-UPT according to the simulation results from limited 2 sources.

Proposal 18: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impacts at least for the following aspects:
· Data collection of measured CSIs based on enhanced RS configurations.
· Data collection from UE to network based on a high-resolution codebook.
Proposal 19: In the sub use case of AI/ML-based CSI prediction, further study the potential specification impact on reporting contents of performance monitoring, at least including:
· Performance metrics of all monitoring occasions
· An statistical performance metric over monitoring occasions 
Proposal 20: For Type 1 performance monitoring, further study the potential specification impact on details of performance monitoring output, at least including:
· An indicator of monitoring performance
· An indicator of enabling decision recommendation
· An indicator of detailed decision recommendation
Observation 11: For Type 2 monitoring, reporting the ground-truth label, regardless of raw channel matrix or precoding matrix, would incur much additional feedback overhead. In addition, quantization loss may be introduced during the reporting procedure.
Proposal 21: In the sub use case of AI/ML-based CSI prediction, prioritize to study the potential specification impact on Type 1 monitoring and Type 3 monitoring as a starting point. 

Fujitsu: 

Proposal-1: In CSI prediction using UE-side AI/ML model sub use case, prioritize Type 1 and Type 3 functionality-based LCM for performance monitoring.
Proposal-2: In CSI prediction using UE-side AI/ML model sub use case, study assistance information needed for data collection at UE-side.

Vivo

Proposal 10: Support model identification for AI/ML-based CSI prediction.
Proposal 11: For CSI prediction using UE side model use case, at least the following aspects on performance monitoring for model ID-based LCM should be supported: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates model selection/activation/ deactivation/switching/fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of model selection/activation/ deactivation/switching/fallback. 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of model selection/activation/ deactivation/switching/fallback.
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of model selection/activation/deactivation/switching/fallback. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
Proposal 12: Recommend the support of AI-based CSI prediction with at least following standardization impacts in the normative work:
· data collection including signaling and procedures for the data collection, CSI-RS configuration, and assistance information for categorizing the data.
· performance monitoring for both functionality-based and model-ID-based LCM.
· model adjustment procedure

Intel
Proposal 6: 
· CSI prediction with one-sided AI model at the UE side should be based on CSI reporting with the following PMI codebooks
· Enhanced Type II codebook for predicted PMI
· Further enhanced Type II port selection codebook for predicted PMI
Proposal 7: 
· Conclude that model performance monitoring feature should be supported for CSI prediction with one-sided AI model at the UE side
· Solution for the model performance monitoring shall be applicable to non-AI/ML CSI prediction
Spreadtrum Comm

Proposal 13: Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Proposal 14: Regarding CSI prediction with UE-sided model, for UE side performance monitoring,  the intermediate KPI, e.g., SGCS, can be considered.
Proposal 15: Regarding CSI prediction with UE-sided model, for NW side performance monitoring, using an existing CSI feedback scheme as the reference can be considered.
Proposal 16: For AI based CSI feedback, from RAN1 perspective, at least the followings are recommended for normative work：
· AI based CSI compression and recovery
· Offline model training
· Both functionality based identification and model based identification 
· Precoding matrix as the model input
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling 
· AI based CSI prediction with UE-sided model
· Offline model training
· Functionality based identification 
· Raw channel matrix as the model input
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling 

CATT

Proposal 20: For CSI prediction using UE-side model use case, on signaling and procedures for the data collection, strive to design the same/similar mechanisms on triggering /initiating data collection with BM-Case2.
Proposal 21: For CSI prediction using UE-side model use case, if enhancement for CSI-RS configuration is necessary, the mechanisms of UE-side CSI prediction in Rel-18 MIMO should be considered as the starting point.
Proposal 22: For CSI prediction using UE-side model use case on performance monitoring for functionality-based LCM, performance monitoring Type 2 is deprioritized.
Proposal 23: CSI prediction is recommended in RAN1’s perspective.

NEC

Proposal 7: Study discontinuous periodic or semi-persistent CSI report.
Observation 1: Regarding CSI prediction using UE-side model, only at the future time instance where CSI information significantly changes (i.e., CSI variation point), reporting the corresponding predicted CSI information is necessary.
Proposal 8: Study potential specification impact of CSI reporting/feedback based on the CSI variation point.
Proposal 9: Support the location/CSI report timing set mapping table in CSI reporting configuration.
Proposal 10: Support the location/CSI periodicity mapping table in CSI reporting configuration.

LGE

Proposal #4: Conclude that RAN1 cannot achieve a consensus on DL performance benefit of CSI prediction based on UE-sided model. 

CMCC

Proposal 2: For CSI prediction, regarding the spec impact during inference phase, we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point.
Proposal 3: For CSI prediction, some CSI related parameters agreed in 9.1.2 sub-agenda might need revision to adapt AI/ML-enabled CSI prediction.
Proposal 4: For AI-based CSI management, from RAN1 perspective, the following could be considered for Rel-19 AI/ML for air-interface:
· Both CSI compression and CSI prediction 
· CSI compression: Spatial-frequency domain CSI compression using two-sided AI model.
· CSI prediction: Time domain CSI prediction using UE sided model
· Enhancement to facilitate data collection, assuming for offline training 
· Enhancement to facilitate inference 
· Enhancement to facilitate performance monitoring 
· Enhancement to facilitate activation/deactivation/fallback/switching of AI/ML functionality 
· Enhancement to facilitate AI/ML functionality identification

NVIDIA

Proposal 17: Time-domain CSI prediction with UE-sided model is recommended for normative work in Rel-19.

Interdigital   

Proposal 21:	Study metrics for monitoring the UE-side CSI prediction model that are more indicative of end-to-end performance.
Proposal 22: 	Study feasibility and performance of gNB monitoring the UE-side CSI prediction model.
Proposal 23: 	Study a fallback mechanism which can be applicable for both AI/ML based CSI prediction and non-AI/ML based CSI prediction.
Proposal 24: 	Study variable window sizes for data collection and CSI prediction reporting.
Proposal 25: 	Study enhancements to UE feedback reporting to enable configuration of AI/ML-based CSI prediction at the UE.
Proposal 27: AI/ML CSI prediction sub-use case is NOT recommended for normative work in Rel-19.


China Telecom
Proposal 3: For the UE based CSI prediction, potential specification impact including UE capability signalling, NW and UE’s alignment on prediction related time domain configuration information.
Proposal 4: Reporting of the CSIs with “time ID” information can be supported so as to guarantee the continuity and sequential order for data collection of historical CSIs or future CSIs.
Proposal 5: For CSI prediction using UE-side model use case on performance monitoring for functionality-based LCM, support Type 1 and Type 3.

Google
Proposal 12: Support the UE reports the preferred CSI-RS configuration for CSI prediction including at least the preferred intervals between every two consecutive CSI-RS instances and minimum number of CSI-RS instances for CSI prediction.
Proposal 13: Support the following types of CSI report for AI/ML based CSI prediction:
· Type 1: Predicted RI/PMI/CQI based on Type1 codebook
· Type 2: Predicted RI/PMI/CQI based on Rel-16 eType2 codebook
· Type 3: Predicted RI/PMI/CQI based on Rel-18 eType2 codebook for PMI prediction (already supported)
· Type 4: Predicted CSI dwelling time
Proposal 14: Support to maintain the same understanding between the NW and UE on when to perform the measurement for UE side data collection for CSI prediction based on the following options:
· Option 1: The measurement for UE side data collection for CSI prediction is configured by the NW
· Option 2: UE request CSI-RS for data collection for CSI prediction
Proposal 15: Corresponding CPU(s) are occupied when UE performs CSI measurement for data collection.

NTT Docomo
Proposal 3: For model ID-based LCM in CSI prediction using UE side model, the following monitoring procedure can be considered.
・Type 1
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates model ID decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of model selection/activation/ deactivation/switching. 
・Type 2
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of model selection/activation/ deactivation/switching.
・Type 3
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of model selection/activation/ deactivation/switching. 
Proposal 4: Consider performance metric calculation per prediction time offset for monitoring CSI prediction.
Proposal 5: Recommend normative work for both CSI compression and CSI prediction in Rel-19. If there are still concerns about the normative work on CSI compression, further study of CSI compression especially on RAN4 aspects can be considered in Rel-19 instead.

Nokia

Proposal 2: Recommend the following normative work for the CSI prediction use case: 
Specify predicted CSI reporting based on a one-sided ML model at the UE, considering the following:
· Reuse/enhance Rel-18 MIMO evolution CSI prediction framework to support ML-predicted CSI feedback
· Ensure performance monitoring at the NW-side with possible assistance from the UE (if applicable) and incorporate the reuse of legacy CSI feedback
· Ensure accurate data collection procedures at the UE side
· Enhance/reuse CSI measurement and reporting framework to support any LCM-related enhancements 
Samsung

Proposal 1: In CSI prediction use case using UE-sided model, consider TRP related aspects for network-side additional condition indication. 

Proposal 2: For the AI/ML based CSI prediction sub-use case, consider the following aspects for data collection
· CSI measurement and reporting framework.
· Data collection procedure and priority. 

Proposal 3: For the AI/ML based CSI prediction sub-use case, for Type 1 monitoring, consider 
· Configuration of CSI-RS resources for performance monitoring 
· Configuration for baseline CSI and threshold for UE’s calculation of performance metric
Configuration and time-domain properties for monitoring outcome reporting.    

Proposal 4: For the AI/ML based CSI prediction sub-use case, for Type 2 monitoring, consider
· Configuration of CSI-RS resources for performance monitoring 
· Configuration and potential enhancement on Type II CSI for ground truth CSI reporting corresponding to multiple time instances. 
· Priority and CSI processing timeline 


Lenovo

1. CSI feedback for AI-based CSI prediction should follow the same format as legacy CSI feedback in terms of the spatial domain and frequency domain transformations
1. For observation window and prediction window in AI-based CSI prediction, reuse the definitions agreed in Rel-18 MIMO CSI enhancements for high speed
1. Three intermediate KPI values are considered for CSI prediction sub-use case: (i) at the first slot of the prediction window, (ii) at the median slot of the prediction window, and (iii) at the last slot of the prediction window
1. Study the specification impact corresponding to AI model performance monitoring, as well as the corresponding scheme adaptation decision
1. The following four scheme adaptation decisions under AI model performance monitoring are considered as a starting point: (i) No AI model change, (ii) CSI parameters update, (iii) AI model parameter update, (iv) AI model switching, and (v) Fallback to non-AI scheme
1. Fallback to non-AI CSI feedback scheme is considered a part of the scheme adaptation mechanism
1. Network-based performance monitoring and model adaptation are supported by default
1. Further study the specification impact corresponding to the model monitoring schemes: (i) The network configuring the UE to report performance metrics that aid model monitoring, (ii) the network transmitting performance metrics to aid UE-based model monitoring, and (iii) Event-triggered AI model monitoring
1. For FDD systems with network-based Type-1 model training as well as Type-3 training collaboration, signaling the CSI training data from the UE to the network is needed
1. Further study schemes related to transfer of CSI dataset for different stages of the LCM
1. Further study the following CSI training data signaling techniques:
· Alt1. Proprietary signaling via non-3GPP techniques
· Alt2. Legacy CSI dataset feedback where the NR codebook-based CSI is utilized as CSI training data
· Alt3. Explicit CSI-dataset feedback via enhanced 3GPP-based signaling of the CSI training data
1. Further study the following CSI training data formats:
· Alt-A. Legacy codebook-based dataset points generated via multiple occasions of NR codebook-based CSI feedback
· Alt-B. High-resolution codebook-based dataset points generated via high-resolution variants of NR-based CSI codebooks
· Alt-C. Floating point representation of raw CSI data, e.g., raw channel matrices or sets of channel eigenvectors
1. For Rel-19, the study of two-sided models is extended to AI/ML-based spatial/frequency/ temporal CSI feedback compression, with continuation of the discussion on two-sided training types, model pairing and model delivery frameworks
1. Rel-18 Doppler codebook is used as a baseline for AI/ML-based spatial/frequency/temporal CSI feedback compression evaluation
1. For Rel-19, study potential specification impact of one-sided CSI prediction, with a decision on whether the one-sided CSI prediction is specified to be taken in RAN#104

MediaTek

Proposal 30. Capture in the TR, AI/ML for CSI prediction is not recommended for normative work nor continued study in Rel-19. 

AT&T

Proposal 1: Adopt the text proposal for performance monitoring of CSI prediction.
======================= Start of text proposal to TR 38.843 v1.0.0 ====================
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined. 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth.  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality/model selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 
======================= End of text proposal to TR 38.843 v1.0.0 ====================

Proposal 2: For time domain CSI prediction using UE sided model, consider aligning the monitoring procedures for functionality selection/activation/deactivation/switching and monitoring procedures for fallback mechanism.

Proposal 3: For time domain CSI prediction using UE sided model, consider specification impact needed to support the co-existence and fallback between AI/ML model and legacy non-AI/ML based CSI feedback mode. 

Proposal 4: For time domain CSI prediction using UE sided model, include at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting.
· Other monitoring solutions, at least including the following option:
· Input or Output data-based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection.

Proposal 5: For the UE sided CSI prediction, include the following specification impacts for the following aspects
· Reporting model capability of CSI prediction (processing time, max future predicted time step, etc)
· gNB and UE’s alignment on prediction related time domain configuration information
· CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI-RS configurations

Proposal 6: For CSI prediction using UE sided model consider the following configurations and their granularity that will be signaled and the corresponding specification impact in functionality-based LCM and/or model ID based LCM.
· UE speed
· Frequency PRBs
· Prediction window
· Observation window
· Scenario (UMa etc.)
· Performance requirement/monitoring
· Other additional configurations

Proposal 7: For time domain CSI prediction using UE sided model, consider which aspects should be considered as additional conditions, and how to indicate them to assist the UE with AI/ML model LCM.

Appendix 4: Previous meeting agreements
[bookmark: _Toc104974217]RAN1 #109e
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 

[bookmark: _Toc104974218]RAN1 110
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  


RAN1 #110bis-e
Conclusion 
Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
• 	Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression

Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE
RAN1 #111
Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  

Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW 

RAN1 #112
Agreement
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix represented using angular-delay domain projection
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately
 
Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead
 
Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 
Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection
 
Agreement
In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.
 
Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit

Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.
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Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 

Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.

Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  

Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


Conclusion
In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI.   


Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact on quantization alignment, including at least: 
· For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
· For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.
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Agreement 
· Type 2 Joint training of the two-sided model at network side and UE side, respectively.
· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately
· Note: Sequential training includes starting with UE side training, or starting with NW side training

Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 
· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.

Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.

Agreement
In CSI compression using two-sided model use case, for the study of UCI format, consider the legacy CSI reporting principle with CSI Part 1 and Part 2 as a starting point, where Part 1 has a network configured fixed size and Part 2 size is dynamic, determined by information in Part 1.

Agreement
In CSI compression using two-sided model use case, further study the feasibility of at least the following methods to support codebook subset restriction: 
· input-CSI-NW/output-CSI-UE is in angular-delay domain, beam restriction can be based on legacy SD basis vector-based input CSI in angular domain. 
· FFS amplitude restriction
· FFS if input-CSI-NW/output-CSI-UE is in spatial-frequency domain  

Agreement
In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  
· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity.
· Rank restriction
· Other payload related aspects
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW  

Agreement
In CSI compression using two-sided model use case, further study feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB.  
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Agreement
· In CSI compression using two-sided model use case, do not capture the column “Type 1 training at UE/NW/ neutral site with 3GPP transparent model delivery to UE and NW respectively” in the table that summarizes training collaboration Types 1.
· Note: both collaboration level y and z are considered for pros and cons of training types

· In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 1:  
	   Training types



Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW











Note: capture unknown model structure with sequential retraining in the unknown model structure at UE/NW column as a note whenever needed. 

Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 

Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  
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In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  


		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult 
	
FFS

	FFS  
	FFS


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
Semi-flexible. Less flexible compared to type 3
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
FFS

	FFS
	FFS

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes. Performance loss refers to9.2.2.1 observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	 
Yes.Performance loss refers to9.2.2.1  observations
in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes per camped cell.
Generalization over multiple NW, performance loss refers to9.2.2.1 observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes.
Performance loss refers to9.2.2.1  observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support

	FFS

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	FFS
	Support

	Whether training data distribution can match the inference device
	More limited

	FFS

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:


		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	FFS
 
 
	FFS

	FFS

	FFS


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: FFS
	gNB: No
UE: Yes

	UE: Yes
gNB: FFS 

	Model update flexibility after deployment 
	Flexible 
	 

Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
	FFS
	FFS
	FFS

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	Yes for gNB-part model. FFS for UE-part model.
	No
	No 

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes per camped cell.  
No

	 
Yes per camped cell.  
No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
FFS

	
FFS

	
FFS

	
FFS


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

FFS

	

FFS

	

FFS

	

FFS


	Whether training data distribution can match the inference device
	
FFS
 

	
FFS

	
FFS

	
FFS


	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

FFS

	

FFS

	

FFS

	

FFS


	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Agreement
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information

Agreement
Specification support of Quantization alignment for CSI feedback between CSI generation part at the UE and CSI reconstruction part at the NW is needed for supporting CSI compression using two-sided model use case, e.g.,
· through model pairing process, 
· alignment based on standardized quantization scheme. 
· Additional methods are not precluded. 

Agreement
· In CSI compression using two-sided model use case, for CSI report format, when output-CSI-UE and input-CSI-NW is precoding matrix, CSI part 1 includes at least CQI for first codeword, RI, and information representing the part 2 size. CSI part 2 includes at least the content of CSI generation part output. 
· Other CSI report formats are not precluded

Agreement
· Modify row item in previous conclusion from “Whether gNB can maintain/store a single/unified model” to “Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors”.

· Modify row item in previous conclusion from “Whether UE device can maintain/store a single/unified model” to “Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors”.



		     Training types
Characteristics
	Type 2

	
	Simultaneous
	Sequential 
NW first (note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus


	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus. 

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
No consensus


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.





		                  Training types
Characteristics
	Type 3

	
	NW first
	 UE first

	Flexibility to support cell/site/scenario/configuration specific model
	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support (note x2)

	Support


note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x2: extendibility can be achieved by combining different training collaboration type 3.


		     Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

   

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

  







		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether training data distribution can match the inference device
	Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes





		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)



Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  

Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 

Note x5: 1 to many joint trainings is assumed.  

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843





Reference 

 
