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1 Introduction
According to the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface SID [1], the SI contains the following objectives:
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback

In RAN1#111, the following agreement was made [2]:
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


In RAN1#112, the following agreement was made [3]:
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


In RAN1#112bis-e, the following agreement was made [4]:
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.


In RAN1#113, the following agreement was made [5]:
Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.


In RAN1#114bis, the following agreement was made [6]:
Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.


In this contribution, we provide our views on general AI/ML framework.
2 Functionality-based LCM and model-ID-based LCM
In this section, we discuss about potential issues in functionality-based LCM and model-ID-based LCM.
At RAN1#111 meeting it was agreed to study indication of activation/deactivation/switching/fallback for functionality-based LCM. In addition, in the RAN1#113 meeting, once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring was agreed. For functionality-based LCM and model-ID-based LCM, we think two types of LCM can be considered.
Type 1 is that each functionality or model is controlled for LCM independently. For example, if functionality-A has one AI/ML model and functionality-B has more than one AI/ML models, then switching mechanism should be available only for functionality-B. In this case, the network needs to notify the UE of switching for specific functionality. Similarly, considering model-ID-based LCM, network sometimes needs to effect activation/deactivation/switching/fallback for one specific AI/ML model.
Type 2 is that some or all functionalities/models are controlled for LCM. For example, if network-side cannot support AI/ML functions suddenly by unforeseen circumstance, network needs to notify UE to deactivate or fallback for all functionalities/models. We think this LCM would be better to control simultaneously to save resource utilisation and reduce latency. 
Therefore, we propose to support the individual functionality-based/model-ID-based LCM and the common functionality-based/model-ID-based LCM for indication of activation/deactivation/switching/fallback.
Proposal 1: RAN1 should support the individual functionality-based/model-ID-based LCM and the common functionality-based/model-ID-based LCM for indication of activation/deactivation/switching/fallback.
The common functionality-based LCM can be used for specific LCM. For example, as mentioned above, the common framework would be useful for fallback for all functionalities due to any unforeseen circumstance that results in lost support for all AI/ML functions. On the other hand, considering model transfer, the individual functionality-based LCM could be a reasonable solution. Therefore, we should study which LCM can support the common functionality-based LCM. From the above discussion, we also think that indication of fallback would need to also support the common functionality-based LCM at least.
Proposal 2: RAN1 should consider supporting indication of fallback by the common functionality-based LCM.
In the RAN1#114 meeting, RAN1 discussed about the applicable cases for functionality-based LCM and model-ID-based LCM.
One of the discussion points is whether functionality-based LCM can be applied for two-sided models or not. We think that functionality-based LCM can also be applied for two-sided models. For example, network configures activation of a functionality to UE, then UE activates a AI/ML model which can satisfy the activated functionality. At the same time, network also uses an AI/ML model which can satisfy the configured functionality. Therefore, functionality-based LCM also can be applicable for two-sided models.
Another discussion point is about UE side models with/without model transfer. Considering UE side models with model transfer, network needs to know the supported AI/ML model at UE side. This means that the model-ID-based LCM is applicable for UE side models with model transfer. On the other hand, considering UE side models without model transfer, network does not need to know the supported AI/ML model at UE side. This means that the functionality-based LCM is applicable at least for UE side models without model transfer. We think model-ID-based LCM would be also applicable for UE side models without model transfer because network can configure the activation of AI/ML models at UE side without model transfer.
Proposal 3: 
· Functionality-based LCM is applicable at least for 
· One-sided models and two-sided models
· UE side models without model transfer
· Model ID-based LCM is applicable at least for 
· One-sided models and two-sided models
· UE side models with/without model transfer
3 Conclusion
In this contribution, we discussed our views on general AI/ML framework. We proposed the following:

Proposal 1: RAN1 should support the individual functionality-based/model-ID-based LCM and the common functionality-based/model-ID-based LCM for indication of activation/deactivation/switching/fallback.
Proposal 2: RAN1 should consider supporting indication of fallback by the common functionality-based LCM.
Proposal 3: 
· Functionality-based LCM is applicable at least for 
· One-sided models and two-sided models
· UE side models without model transfer
· Model ID-based LCM is applicable at least for 
· One-sided models and two-sided models
· UE side models with/without model transfer
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