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1	Introduction
The approval of the Rel-18 work package marks the start of 5G Advanced evolution. The package includes a study item on AI/ML for NR air interface, and the work item description can be found in [1].
The initial use cases focused in this study include:
 (
CSI feedback enhancement, e.g., overhead reduction, improved accuracy
, prediction [RAN1]
Beam management, e.g., 
beam prediction in time,
 and/or 
spatial domain
 for overhead and
 
latency reduction
, beam selection accuracy improvement [RAN1]
Positioning accuracy enhancements
 for different scenarios including, e.g.,
 
those with
 heavy
 
NLOS 
conditions [RAN1] 
)
For the use cases under consideration, the study aims to finalize representative sub use cases and assess potential specification impact:
 (
PHY layer aspects, e.g., (RAN1)
Consider aspects related to, e.g., the
 potential
 specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
Use case and collaboration level specific specification impact
, 
such as new signal
l
ing, 
means for training and validation data assistance, 
assistance information, measurement, and feedback
Protocol 
aspects,
 
e.g., (RAN2) - 
RAN2 
only starts the work after there is sufficient progress on the use case study in RAN1
 
 
Consider aspects related to, e.g., 
capability indication, configuration
 and control
 procedures (training/inference)
, 
 and management of data and AI/ML model
, per RAN1 input
 
Collaboration level specific specification impact per use case 
Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
R
equirement
s
 and testing framework
s
 to validate AI/ML based performance enhancements and ensuring that UE 
and gNB 
with AI/ML meet
 or exceed
 the existing minimum requirements
 if applicable
Consider the need and implications for AI/ML processing capabilities definition
)
At RAN1#109-e and RAN1#110, initial agreements were made to provide directions for further investigation (see Appendix A.1 and A.2). In this contribution, we discuss relevant aspects of AI/ML for beam management.
2	Representative sub-use cases
5G NR can operate at a wide range of frequencies, ranging from sub-6 GHz to millimeter wave frequencies. To support operation over such a wide range of carrier frequencies, NR has been designed to utilize beam-based operation, where gNB and UE may use transmit and receive beamforming for all channels and signals. 
Initial transmit and receive beam finding is used in initial access and connected UEs on, for example, a non-standalone NR carrier in MR-DC. The gNB transmits multiple SSBs that are beamformed in different directions. Up to a maximum of 64 such SSBs can be transmitted in a burst of 5 ms within a period of 20 ms. The UE detects an SSB and stores the information related to the corresponding receive beam. After detecting the SSB and decoding the MIB, the UE knows which SSB it has detected. 
In initial access, the UE may use the same receive beam to receive SIB1 as it used to receive the detected SSB. SIB1 conveys the association information which links the index of a SSB to a corresponding set of PRACH preambles in time and frequency. In a non-standalone NR carrier in MR-DC, the UE does not need to read SIB1 and instead may get the information from dedicated RRC signaling. The UE would perform PRACH transmission in the PRACH resource associated with its detected SSB. 
The gNB can detect the PRACH using a beam direction same as the beam direction it used to transmit the SSB. When the gNB detects a PRACH from the UE, it knows which SSB the UE detected and can determine its transmit beam for communicating with the UE. The transmit and receive beams established in initial transmit and receive beam finding are used to complete random access procedure and the subsequent procedures before dedicated RRC configuration is set up.
In general, the downlink beam management procedures consist of three steps: Procedure 1 (P-1): SSB-based beam sweeping; Procedure 2 (P-2): CSI-RS based transmit-end beam refinement; Procedure 3 (P-3): CSI-RS based receive-end beam refinement. There are also uplink beam management procedures. 
AI/ML based algorithms may find applications in many steps of beam management. It is worthwhile discussing which of the steps should be the focal point for evaluation. Beam prediction in time and/or spatial domain can help reduce overhead and latency, as well as improving beam selection accuracy. They are good candidates for evaluating AI/ML based algorithms for beam management.
At RAN1#109-e, it was agreed to support BM-Case 1 and BM-Case 2 for characterization and baseline performance evaluations for AI/ML-based beam management:
· BM-Case 1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case 2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
These two use cases can be the focal point for studying AI/ML based algorithms for beam management.
Proposal 1: Beam prediction in spatial domain and beam prediction in time domain should be the focal point for studying AI/ML based algorithms for beam management.
For each of these two use cases, the AI/ML model training can be at network side or at UE side. The AI/ML training process can be online, where the model being used for inference is (typically continuously) trained in (near) real-time with the arrival of new training samples. The AI/ML training process can also be offline, where the AI/ML model is trained based on collected dataset and the trained model is later used or delivered for inference. Offline training may be more feasible for the near future. But in the long run, it is vital that the AI/ML models can learn continuously to adapt to varying environments, site-specific conditions, and heterogenous configurations.
Observation 1: Offline training may be more feasible for the near future. But in the long run, it is vital that the AI/ML models can learn continuously to adapt to varying environments, site-specific conditions, and heterogenous configurations.
Proposal 2: For the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: offline training
· Alt.2: online training
For AI/ML model inference, it is natural to study inference at network (resp. UE) side when training is performed at network (resp. UE) side. The study of other cases where training and inference reside at two different sides (e.g., training at network side and inference at UE side, or vice versa) can be postponed.
Proposal 3: For the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training and inference:
· Alt.1: AI/ML model training and inference at network side 
· Alt.2: AI/ML model training and inference at UE side
2.1 	Spatial-domain DL beam prediction
In BM-Case 1, spatial-domain DL beam prediction for Set A of beams is performed based on measurement results of Set B of beams. There can be multiple options for Set A of beams and Set B of beams.
In one alternative, Set B of beams is a subset of Set A of beams. In another alternative, Set A and Set B are different (e.g., Set A consists of narrow beams and Set B consists of wide beams). In either case, the underlying assumption is that the measurement effort on Set B of beams is less than the measurement effort on Set A of beams, and AI/ML based algorithms based on e.g., super resolution models are applied to predict the quality of the full set of beams in Set A.
When it comes to AI/ML model input for spatial-domain DL beam prediction, there are many different possibilities. The simplest option would be L1-RSRP measurement based on Set B of beams. In our companion contribution [2], we present evaluation results for AI/ML based spatial-domain DL beam prediction, which uses L1-RSRP measurements as AI/ML input. The results show that by using L1-RSRP measurement based on Set B of beams, the AI/ML-based algorithm can achieve performance comparable to that of exhaustive beam search in Set A of beams.
Observation 2: Evaluation results show that by using L1-RSRP measurement based on Set B of beams, the AI/ML-based algorithm can achieve performance comparable to that of exhaustive beam search in Set A of beams.
Proposal 4: For BM-Case 1, at least support L1-RSRP measurement based on Set B of beams as AI/ML model input.
Additional assistance information besides L1-RSRP measurement based on Set B of beams may be used as AI/ML input for the spatial-domain DL beam prediction. Examples brought up include Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc. Comprehensive evaluation results showing convincing performance gains is needed to nail down the essential assistance information needed for the spatial-domain DL beam prediction.
Proposal 5: Comprehensive evaluation results showing convincing performance gains is needed to nail down the essential assistance information needed for the spatial-domain DL beam prediction.
2.2 	Temporal DL beam prediction
In BM-Case 2, temporal DL beam prediction for Set A of beams is performed based on the historic measurement results of Set B of beams. There can be multiple options for Set A of beams and Set B of beams.
In one alternative, Set B of beams is a subset of Set A of beams. In another alternative, Set A and Set B are different (e.g., Set A consists of narrow beams and Set B consists of wide beams). In yet another alternative, Set A and Set B are the same. In either of these cases, the underlying assumption is that the historical measurement results on Set B of beams are used as input to AI/ML based algorithms to predict future beam quality of the set of beams in Set A.
Specifically, in BM-Case 2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input, and the AI/ML model output includes F (F>=1) predictions for F future time instances, where each prediction is for each time instance.
When it comes to AI/ML model input for temporal DL beam prediction, there are many different possibilities. The simplest option would be the historical optimal beam index. In our companion contribution [2], we present evaluation results for AI/ML based temporal DL beam prediction, which uses historical optimal beam index as AI/ML input. The results show that using historical optimal index, the AI/ML-based algorithm can satisfactorily yield optimal beam index prediction for future time instances.
Observation 3: Evaluation results show that by using historical optimal index, the AI/ML-based algorithm can satisfactorily yield optimal beam index prediction for future time instances.
Proposal 6: For BM-Case 2 (temporal DL beam prediction), at least support using historical optimal beam index based on Set B of beams as AI/ML model input.
Another option would be L1-RSRP measurement based on Set B of beams. Additional assistance information besides L1-RSRP measurement based on Set B of beams may also be used as AI/ML input for the temporal DL beam prediction. Examples brought up include Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.), increase ratio of L1-RSRP for best N beams, UE orientation information. Comprehensive evaluation results showing convincing performance gains is needed to nail down the essential assistance information needed for the temporal DL beam prediction.
Proposal 7: Comprehensive evaluation results showing convincing performance gains is needed to nail down the essential assistance information needed for the temporal DL beam prediction.
3	Potential specification impact
Although it is likely that most of the AI/ML algorithms for beam prediction can be up to implementation, there are several aspects that have potential specification impact. 
AI/ML model training can occur at gNB or UE side. In either case, the training entity can benefit from assistance from the other entity for training data collection. Relevant areas for discussion include training data type/size, training data source determination, and assistance signalling and procedure for training data collection.
Proposal 8: For AI/ML model training for beam prediction in spatial/time domain, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.
Similar to many other functionalities in 3GPP systems, the usage of AI/ML model for a certain functionality should be under network control, if the functionality at one side cannot be made transparent to the other side. Therefore, assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, model selection, etc. should be investigated.
Proposal 9: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
AI/ML models are data driving. They are trained to learn patterns from data. But the environment of a mobile communication system is dynamic and changes over time, and thus the data also keeps changing. As the data from the environment changes, the AI/ML model performance may be degraded. Therefore, it is essential to monitor the AI/ML model performance and regularly update the model to maintain satisfactory model performance. To this end, assistance signalling and procedure for model performance monitoring and model update/tuning should be investigated.
Proposal 10: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning.
When it comes to AI/ML model inference input, report/feedback of model input for inference (e.g., UE feedback as input for network side model inference) may be needed. In general, the type of model input, and model input acquisition and pre-processing may have potential specification impact. Similarly, when it comes to AI/ML model inference output, outputs generated by an AI/ML model may need to be delivered from gNB to UE or from UE to gNB. The post-processing of AI/ML model inference output may have potential specification impact as well.
Proposal 11: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 12: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to report/feedback of model inference output and post-processing.
Different UEs may have different capabilities when it comes to the support of AI/ML algorithms for beam prediction in spatial/time domain. Therefore, UE capability for AI/ML based beam prediction including model training, model inference and model monitoring needs to be investigated and defined.
Proposal 13: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.
Conclusion
In the previous sections, we discuss general aspects of AI/ML framework for NR air interface and make the following observations:
Observation 1: Offline training may be more feasible for the near future. But in the long run, it is vital that the AI/ML models can learn continuously to adapt to varying environments, site-specific conditions, and heterogenous configurations.
Observation 2: Evaluation results show that by using L1-RSRP measurement based on Set B of beams, the AI/ML-based algorithm can achieve performance comparable to that of exhaustive beam search in Set A of beams.
Observation 3: Evaluation results show that by using historical optimal index, the AI/ML-based algorithm can satisfactorily yield optimal beam index prediction for future time instances.
Based on the discussion in the previous sections we propose the following:
Proposal 1: Beam prediction in spatial domain and beam prediction in time domain should be the focal point for studying AI/ML based algorithms for beam management.
Proposal 2: For the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: offline training
· Alt.2: online training
Proposal 3: For the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training and inference:
· Alt.1: AI/ML model training and inference at network side 
· Alt.2: AI/ML model training and inference at UE side
Proposal 4: For BM-Case 1, at least support L1-RSRP measurement based on Set B of beams as AI/ML model input.
Proposal 5: Comprehensive evaluation results showing convincing performance gains is needed to nail down the essential assistance information needed for the spatial-domain DL beam prediction.
Proposal 6: For BM-Case 2 (temporal DL beam prediction), at least support using historical optimal beam index based on Set B of beams as AI/ML model input.
Proposal 7: Comprehensive evaluation results showing convincing performance gains is needed to nail down the essential assistance information needed for the temporal DL beam prediction.
Proposal 8: For AI/ML model training for beam prediction in spatial/time domain, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.
Proposal 9: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 10: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning.
Proposal 11: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 12: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to report/feedback of model inference output and post-processing.
Proposal 13: For AI/ML based beam prediction in spatial/time domain, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.
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Appendix
A.1	RAN1#109-e agreements
Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
Agreement
Regarding the sub use case BM-Case2, the measurement results of K (K>=1) latest measurement instances are used for AI/ML model input:
· The value of K is up to companies
Agreement 
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies
Agreement 
For the sub use case BM-Case1, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Agreement 
For the sub use case BM-Case2, consider both Alt.1 and Alt.2 for further study:
· Alt.1: AI/ML inference at NW side
· Alt.2: AI/ML inference at UE side
Conclusion: 
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
o   FFS: the number of beams in Set A and B
o   FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
o   FFS: the number of beams in Set A and B
o   FFS: QCL relation between beams in Set A and beams in Set B
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.
Conclusion 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
Conclusion
For the sub use case BM-Case2, further study the following alternatives with potential down-selection:
· Alt.1: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: QCL relation between beams in Set A and beams in Set B
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.3: Set A and Set B are the same
· Note1: Predicted beam(s) are selected from Set A and measured beams used as input are selected from Set B.
· Note2: It is up to companies to provide other alternative(s)
· Note3: The narrow and wide beam terminology is for SI discussion only and have no specification impact
Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
A.2	RAN1#110 agreements
Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded
Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
· Alt.1: AI/ML model training at NW side;
· Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.
Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.
Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
· Performance metric(s)
· Benchmark/reference for the performance comparison
· Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Other aspect(s) is not precluded
Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


