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Background
  
In RAN #94-e, a new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1].  One of the use cases identified for study is positioning accuracy enhancement:
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1].

In RAN1 #110, evaluation on AI/ML for positioning accuracy enhancement was discussed and several agreements were made [1] as given below. In this contribution, we present initial simulation results for direct AI/ML positioning. In addition, several aspects of the evaluation methodology are discussed.

	Agreement
For AI/ML-based positioning, both approaches below are studied and evaluated by RAN1:
· Direct AI/ML positioning
· AI/ML assisted positioning
Agreement
For AI/ML-based positioning, study impact from implementation imperfections.

Agreement
For evaluation of AI/ML based positioning, the model complexity is reported via the metric of “number of model parameters”.
Agreement
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
· Different drops
· Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
· Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
· Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
· Other aspects are not excluded.
Note: It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.

Agreement
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
· Percentage of training data without label, if incomplete labeling is considered in the evaluation
· Imperfection of the ground truth labels, if any
Agreement
For evaluation of AI/ML based positioning, study the performance impact from availability of the ground truth labels (i.e., some training data may not have ground truth labels). The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.

Agreement
For AI/ML-based positioning, for evaluation of the potential performance benefits of model finetuning, report at least the following: 
· training dataset setting (e.g., training dataset size necessary for performing model finetuning)
· horizontal positioning accuracy (in meters) before and after model finetuning.
Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is adopted for reporting the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description] 
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	
	
	
	
	
	
	
	
	



To report the following in table caption: 
· Which side the model is deployed
· Model generalization investigation, if applied
· Short model description: e.g., CNN
Further info for the columns:
· Model input: input type and size
· Model output: output type and size
· Label: meaning of ground truth label; percentage of training data set without label if data labeling issue is investigated (default = 0%)
· Clutter parameter: e.g., {60%, 6m, 2m}
· Dataset size, both the size of training/validation dataset and the size of test dataset
· AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
· Horizontal positioning accuracy: the accuracy (in meters) of the AI/ML based method
Note: To report other simulation assumptions, if any.

Agreement
For evaluation of AI/ML assisted positioning, an intermediate performance metric of model output is reported.
· FFS: Detailed definition of the intermediate performance metric of the model output
Agreement
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
· UE/gNB RX and TX timing error. 
· The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).





Discussion 
Preliminary evaluation results
The performance of direct AI/ML positioning has been evaluated with simulations. The details of the AI/ML model are presented below followed by the simulation results.

AI/ML model

Description of the AI/ML model:
The neural network (NN) used for position estimation consists of 2D convolutional layers followed by fully connected dense layers as shown in Figure 1. The number of filters, kernel size and the stride values of each convolutional layer is shown in the figure. The model has 217,314 trainable parameters. Rectified linear unit (ReLU) activation function is used in all the layers except the output layer. The output layer consists of 2 neurons with linear activation, one for estimating the X co-ordinate and other for estimating the Y co-ordinate of the UE.
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[bookmark: _Ref110944148]Figure 1 Neural Network architecture used for position estimation


Model inputs/outputs:
The input to the NN is the normalized channel impulse response (CIR) from N = 18 different base stations. Each CIR is comprised of length M = 256 complex samples. For processing with neural networks, the complex samples are converted to 2-dimensional real inputs obtained by stacking the real and imaginary values. Thus, a single sample of input to NN is of dimension NxMx2.

Training methodology:
The model is trained using Adam optimizer to minimize the mean-squared error of the estimated position of the UE from the NN and the actual position of the UE from the training dataset.

Training/ validity /testing dataset:
The data set provided in [3] is used for the simulations. The dataset consists of 80000 samples generated according to the InF-DH scenario with parameters {60%, 6m, 2m}. Out of these, 96% of the samples were used for training, 2% of the samples were used for testing and the remaining 2% were used for validating the model’s performance. The data set is generated in two different approaches. In the first approach, there is 1 drop and 80000 UEs are dropped (referred to as drop1) while in the second approach 1 UE is dropped 80000 times (referred to as drop80k). 
Positioning results
Figure 2 shows the CDF of the positioning error for the two different types of drops described above, and Table 1 provides the positioning accuracy of the 90% UE using the approach outline above. We can see the from the results that the accuracy of Drop1 is well below 1m and significantly better than Drop80k since it can better sample the positioning area.

Observation 1: AI/ML based positioning using CIR as input provides high accuracy. 

[bookmark: _Ref110772668]Table 1 Positioning accuracy of 90% UE
	Dataset
	Positioning accuracy of 90% UE

	Drop1
	0.67m

	Drop80k
	5.55m
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Figure 2 CDF plots of positioning error


From the results presented above, we can observe that direct AI/ML positioning provides a high level of accuracy. One potential drawback of this method is relatively high feedback overhead if the model is running on the gNB side. As a remedy to this issue, new CSI reporting mechanisms to lower the overhead should be studied. Alternatively, sounding reference signals can be utilized so that the gNB can estimate the CIR directly.

Proposal 1: Direct AI/ML positioning should be considered for positioning enhancement.

Conclusion

In this contribution, evaluation on AI/ML for positioning accuracy enhancement has been studied and the following are observed and proposed:

Observation 1: AI/ML based positioning using CIR as input provides high accuracy. 
Proposal 1: Direct AI/ML positioning should be considered for positioning enhancement.
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